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Abstract. Given query access to a set of points in a metric space, we
wish to quickly check if it has a specific property. More precisely, we wish
to distinguish sets of points that have the property from those that need
to have at least an e fraction of points modified to achieve it.

We show one-sided error testers that immediately follow from known
characterizations of metric spaces. Among other things, we give testers
for tree metrics and ultrametrics which are optimal among one-sided er-
ror testers. Our tester for embeddability into the line is optimal even
among two-sided error testers, and runs in sublinear time. We comple-
ment our algorithms with several lower bounds. For instance, we present
lower bounds for testing dimensionality reduction in the ¢; and £~ met-
rics, which improve upon lower bounds given by Krauthgamer and Sasson
(SODA 2003). All our lower bounds are constructed by using a generic
approach.

We also look at the problem from a streaming perspective, and give
a method for converting each of our property testers into a streaming
tester.

1 Introduction

Many real-world data sets are sets of points in a metric space. If the metric space
is complicated or, like high-dimensional spaces in many applications, expensive
to deal with, then a natural question is that of finding a simplified representation
of the input set of points. In many cases, we are not as much interested in the
actual points as in the distances between them. We may then consider mapping
the data set to a simpler space so that the distances between the points are
either exactly or approximately preserved.

The best example of a tool that allows for such transformation is the Johnson-

Lindenstrauss lemma (see [1] and [2]). It states that for any € > 0, there exists a
mapping of a set of n points in /5 into KQO(IOg(")/ <) with multiplicative distortion
1 + . For instance, if small distortion is acceptable, and we have an algorithm
that runs in time exponential in the dimension, then by using the Johnson-
Lindenstrauss lemma, we may get a polynomial-time approximation algorithm.

Another possible approach is to take advantage of profound properties of our

data sets in constructing an embedding into a simpler space. But how can one
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efficiently discover such properties? This problem was addressed in a variety of
settings by Parnas and Ron [3] and Krauthgamer and Sasson [4], who focused on
constructing testers for multiple metric properties. By using those testers, one
may check if a data set or a metric is close to a specific property, and if that turns
out to be the case, try to use the property to construct a nice embedding into
a simpler space. We continue this line of research. In particular, we follow and
generalize the model of Krauthgamer and Sasson. We describe existing models
and previous results on them in more detail later in this section.

1.1 Property Testing

In property testing (see [5,6]), one is interested in checking if the input (for
instance, a set of points) has a specific property. We, however, do not attempt to
answer this question exactly. Instead, we try to quickly distinguish, by reading
a small part of the input, between sets of points that have the property, and
sets of points that are significantly different from any set that has the property.
We assume some notion of the distance from the property. Usually, the distance
is defined as the minimum fraction of the input that needs to be modified to
achieve the property. If the distance of an input = from the property is at least
e, then we say that x is e-far from the property. We now define what a tester is.

Definition 1. A (two-sided error) tester for a property P is an algorithm that
accepts an input that has property P with probability at least 2/3, and rejects
with probability at least 2/3 every input that is e-far from P. Moreover, if the
tester never rejects any input that has property P, we say that such a tester has
one-sided error.

Note that one-sided error testers only reject an input if they find evidence that
it does not have a given property. Traditionally, the main quantities minimized
in property testing are the query complexity and the running time of a tester.

1.2 Considered Models and Previous Results

The Model of Parnas and Ron. Parnas and Ron [3] assumed that the input
metric on n points was given as an n X n matrix of distances between each pair
of points. The distance to a property was in their setting defined as the minimum
number of matrix entries that must be modified to achieve the property. They
showed one-sided error testers for verifying if the input metric embeds into ¢4, if
it is a tree metric, an ultrametric or an approximate ultrametric. Their testers
choose a random subset of points of size independent of the size of the metric,
and check if the metric restricted to them has the property. We consider almost
the same set of properties in a different setting. Unfortunately, in our setting the
numbers of queries must depend on the size of the metric.

It is also worth mentioning that Abraham et al. [7] considered a related
notion of embeddings that preserve all but a small fraction of distances.



The Model of Krauthgamer and Sasson. The problem of testing a dimension
of a set of points was stated by Krauthgamer and Sasson [4]. They assumed
that their input is a set of points in a given metric space. What differentiates
their model from the model of Parnas and Ron is that the distance from a prop-
erty equals the minimum fraction of points, rather than the minimum fraction
of distances, that must be modified. Krauthgamer and Sasson asked if given a
set of points in é’;, we can efficiently determine if it isometrically embeds into
Eg, for some fixed d. They showed that for p = 2, it suffices to read a random
subset of points of size O(d/e) to find with constant probability a certificate
that the entire set does not embed into Kg, provided it is e-far from embeddabil-
ity into Eg. Furthermore, Krauthgamer and Sasson showed that for p = 1, any
tester for embeddability of a set of points in the ¢; metric into /¢ must query
2(/n) points. They also gave a lower bound of 2(y/n/A) for testing embed-
dability of a set of points in 5" with distortion A into ¢4, and a lower bound of
Q2(min{\/n, /m/logm}) for testing if a set of points in £5* can be perturbed by
§ > 0 so that it isometrically embeds into ¢4.

Our Generalized Model. We also assume that the input is a set of points. We,
however, take a more general look at the model proposed by Krauthgamer and
Sasson. As opposed to them, we do not assume anything about the metric space
the input set of points lies in. Instead, our testers have query access to a distance
oracle for the underlying metric space. The distance to a property is defined as
follows throughout the whole paper.

Definition 2. We say that a set S of points is e-far from a property if any
subset of S of more than (1 — €)|S| points does not have the property.

1.3 Considered Properties

For completeness, we first recall the notion of a metric space.

Definition 3. Let M be a pair (S,§), where S is a set of points and 6 is a
function from a pair of points in S to R>q, the set of non-negative reals. We say
that M is a metric space if for any x,y,z € S, §(z,y) = é(y,x), 6(z,y) = 0 iff
x =y, and 6(z,z) < d(z,y) + 0(y, 2).

Properties that we test are easy to express via embeddings.

Definition 4. A metric space M1 = (S1,01) is embeddable (or embeds) into
a metric space Mo = (Sa,d2) if there exists a mapping f from Sy to Sa that
preserves distances, i.e. for any pair x and y of points in S, it holds that

51($,y) = 52(f($), f(y))

We now define what a tree metric and an ultrametric are. Note that every
ultrametric is a tree metric.



Definition 5. A metric M is a tree metric if it can be embedded into the
shortest-path metric of some weighted tree.

Alternatively, M = (S,0) is a tree metric if it meets the following 4-point
condition:

Ve,y,z,w €S, 6(z,y) +0(z,w) < max{d(z, z) + 6(y, w), 6(z, w) +(2,9)}

Definition 6. A metric M is an ultrametric if there ezists a weighted rooted
tree T of all leaves at the same distance from the root, and M embeds into the
shortest-path metric of T with all points in M mapped to points corresponding
to the leaves of T'.

Alternatively, M = (S, ) is an ultrametric if it meets the following 3-point
condition:

Vr,y,z €5, d(x,y) < max{d(z,z),0(y, 2)}.

1.4 Our Results

Embeddability into the Line: We show an optimal O(y/n/e)-query one-sided
tester. We prove that any tester, including two-sided testers, must query
2(y/n/e) points even if the set of points is a subset of ¢2. This improves
upon the 2(y/n) lower bound of Krauthgamer and Sasson [4].

Tree Metrics and Ultrametrics: We exhibit one-sided error testers of query
complexity O(n2/ 3g=1/ 3). The testers are optimal among one-sided tester.

Embeddability into /2 and ¢4: We exhibit one-sided testers of query com-
plexity O(n®/6c=1/6) and O(n(4+2)/(d+3)c=1/(d+3)) " regpectively. Note that
the spaces ¢% and (2 are isometric.

Dimension Reduction Testing in ¢; and /,.: We strengthen the results of
Krauthgamer and Sasson [4] on the dimension reduction. We show that any
one-sided tester for testing if a set of points in £{7! embeds into ¢ must
query 2(n4/(d+1)g=1/(d+1)) phoints for sufficiently small e. For the analogous
setting in (o, we prove a lower bound of £2(n2" /2" H#1)g=1/"7141)),

Embeddability into the Line with Distortion: In any metric ¢,, for every
0 > 0, there exists a dimension d, and a constant C' > 1 such that a one-sided
error tester for embeddability of points in ég into the line with distortion at

most C' must query 2(n'~?) points.

Most of our lower bounds only apply to one-sided testers, but all known
testers for these and related problems have one-sided error. Due to the space
limitation, many of our results are not included in this version of the paper.

1.5 A Streaming Perspective

The Model. We also take a look at the testing problem from a streaming per-
spective (see [8] for a survey on streaming algorithms). For our purposes, a
streaming algorithm is an algorithm that takes an input stream, and computes
a result in one pass over the input. A streaming algorithm can read the entire



input, but only once. The main quantity that is minimized in streaming is the
space complexity.

Feigenbaum et al. [9] considered a model that combines streaming and prop-
erty testing. A streaming tester takes an input stream, and accepts with proba-
bility at least 2/3, if the input has a given property, and rejects with probability
2/3, if the input does not have the property.

Our Results. We first show that the exact verification of properties considered
by us requires at least {2(n) bits of space. This lower bound can easily be over-
come for most of properties that we consider by using stream testers. In par-
ticular, we show that for each property that we had an algorithm that used
O(n(d_l)/ds_l/d) samples in the property testing approach, there is a stream-
ing tester that needs space to keeps only O(n(d_Q)/(d_l)s_l/(d_l)) points. For
instance, for embeddability into the line, this gives a streaming tester that keeps
only O(1/e) points.

1.6 Our Techniques

Testers via Small Subspace Characterizations. There are several properties (see
for instance [10, 11]) that can be characterized by a property that holds for any
subset of points of size of at most ¢, for some constant c¢. In this case, we can
create a one-sided tester that looks for a small subset of at most ¢ points that
do not have the property. Using this approach we get a tester for ultrametrics
which is optimal among one-sided testers.

Moreover, to build an efficient tester for embeddability into £2, we use the
algorithm of Edmonds [12] to check if a collected sample embeds into ¢2. In the
case of testing for embeddability into the line and for being a tree metric, this
general approach does not yield an optimal tester, but we prove that with respect
to some fixed number of points, it suffices to find a smaller group of points, and
therefore, we can improve the query complexity of the testers. For instance, in
testing for tree metrics, it essentially suffices to find a triple, not a quadruple of
points of a specific property, and therefore, the query complexity improves.

Lower Bounds for Property Testing. All our lower bounds follow from the same
approach. We construct a gadget, and make several copies of it. Any subset of
points that does not contain an entire copy of the gadget has the property, but
the whole set of points is far from the property. This implies that a one-sided
tester must read an entire copy of the gadget to reject the input. To construct
such gadgets in ¢1, we use a theorem of Hadlock and Hoffman [13]. We show and
use an analogue of this result in /.

Streaming Testers. All our lower bounds follow from a simple application of the
set disjointness lower bound [14, 15]. As for algorithms, we notice that whenever
a standard property tester looks for a k-tuple of points to find evidence that the
input does not have a property, a streaming tester may draw only the first k£ — 1
points of the tuple in the stream, and it will notice the k-th complementing point,



when it reads it. An improvement follows from the fact that finding (k—1)-tuples
is easier than finding k-tuples.

2 Two Simple Probability Facts

We use two probability facts throughout the paper. Suppose that a set contains
many disjoint groups of elements, and by selecting elements of the set at random,
we wish to draw at least one of the groups entirely. The facts below specify what
number of samples is sufficient and what number of samples is necessary. We
omit their proof in this version of the paper.

Fact 7 (Upper bound). Let S be a set of n items where some of them con-
stitute g disjoint groups of size k each. It suffices to select min{ﬁ%,n} =

O (QI"T) items at random to draw at least one of the groups entirely with con-
stant probability.

Fact 8 (Lower bound). Let S be a set of n items where some of them con-
stitute g disjoint groups of size k each. The probability that by we draw at least
one group entirely by choosing at random q items from S is not greater than

g-(g/n)k.

3 Testing via a Small Subset Characterization

Some properties P can be expressed as a condition that says that there exists
a constant ¢ such that a metric space M has property P if and only if every
subspace of M of at most ¢ points has a computable property P’. Apart from
the alternative definitions of a tree metric and an ultrametric, we list here the
following two examples:

— A metric spaces M embeds into ¢3 (or equivalently into ¢2.) if and only if
each subset of M of at most 6 points embeds into /3 (Bandelt and Chepoi
110).

— A metric spaces M embeds into ¢4 if and only if each subset of M of at most
d + 3 points embeds into £ (Menger [11]).

All properties of this form yield testers of sublinear query complexity.

Theorem 9. Let ¢ be a constant such that a set S of points has a property
P if and only if every subset of S at most ¢ points has a computable property
P'. There exists a one-sided error tester for P that queries O (nl_l/cs_l/c)
points. The tester finds with constant probability evidence that S does not have
P, provided S is e-far from having it.

Proof. Let S be e-far from P. This implies that any subset of S of at least
(1 — e)n does not have the property P.



Let Sp be equal to S. As long as |S;| > (1 — )n, we inductively define S; 1
and T;41 as follows. Since .S; does not have the property P, there exists a subset
of S; of at most ¢ points that does not have the property P’. Let T;;1 be any
such subset, and let S;1 = S;\T;4+1. Eventually, we have at least en/c disjoint
groups, each of size at most ¢ such that any of them proves that the set does
not have P.

By Fact 7 it suffices to draw O (nl’l/c (g)l/c) =0 (nlfl/csfl/c) random
elements to entirely draw with constant probability at least one of these groups,
and hence to discover that S does not have P. Then, because P’ is computable,

it suffices to verify that P’ holds for every subset of at most ¢ points. ad

Theorem 9 and the aforementioned characterizations yield sublinear-query
testers. Their running time can be improved, by checking if the whole sample
subset has the given property. One can check if a metric on n points is a tree
metric or an ultrametric in O(n?) time [16], and check if it embeds into ¢ in
O(n?log® n) time [12]. We summarize all the results in the corollary below.

Corollary 10. There are sublinear-query one-sided error testers if the input set
of points

— spans a tree metric (query complexity: O(n®/4e=1/4), time O(n®/?c=1/2)),
— spans an ultrametric (query complexity: O(n*/3e=1/3), time O(n*/3¢=2/3)),
— embeds into €3 (query complexity: O(n/%e=1/9), time O(n®/3c=/31og*n)),
— embeds into (3 (query complexity: O(n(@+2)/(d+3)c=1/(d+3)y )

4 Improved Testers

4.1 Testing Tree Metrics

We now show a slightly more efficient algorithm for testing if a metric spanned
by a set of points is a tree metric. Recall that Corollary 10 gave us a tester of
query complexity O(n3/ =1/ 4). The reason behind the complexity is that the
tester looks for quadruples of points. The lemma below implies that it really
suffices to look for triples of points, and we can therefore improve the query
complexity to O(n?/3e~1/3). We omit the proof in this version of the paper.

Lemma 11. Let S = {x,y,s,t} be a subset of four points in a metric space
that spans a non-tree submetric. Let p be an arbitrary point in the same metric
space. There exists a subset S of S of size & such that S U{p} spans a non-tree
submetric as well.

Corollary 12. There is a one-sided error tester for being a tree metric that
queries only O(n*/3c=1/3) points and runs in O(n*/3¢=2/3) time.



4.2 Testing Embeddability into the Line

We now show an optimal tester for embeddability into the line. The query
complexity of the tester is O(y/n/e). Note that this significantly improves on
O(n3/*e=1/%), the query complexity given by Corollary 10.

Theorem 13. There is a one-sided error tester for isometric embeddability into
the line that queries O(\/n/e) points.

Proof. Consider first the following algorithm. Query O(1/¢) random points. If
all points in the sample are identical, accept the input. Otherwise, let p and g be
the first two different drawn points in the sample. Place p and ¢ on the line at
distance §(p, ¢). Now for any other point r in the set, the placement of p and ¢
uniquely determines the position of r on the line, provided the subspace {p, ¢, r'}
embeds into the line. Draw O(y/n/c) new points, and if for any point = in the
new sample, the subspace {p, ¢, r} does not embed into the line, reject the input.
Otherwise, place all the points from the sample on the line with respect to p and
q, and verify if all the pairwise distances on the line equal the distances in the
original metric. If at least one of them is different, reject. Otherwise, accept.
We assume that ¢ > 1/n, since every set of points is either embeddable
into the line, or is 1/n-far from this property. This implies in particular that
1/e = O(y/n/¢), and thus, the query complexity of the algorithm is O(y/n/¢).
Let us prove that the above algorithm works. Clearly, it can only reject
inputs that are not embeddable into the line. Suppose that an input is accepted
by the above algorithm with probability at least 2/3. We show that the input is
g/2-close to a set embeddable into the line. The input can be accepted in two
different steps of the algorithm, and it must be accepted with probability at least
1/6 in one of them. If it is accepted with probability at least 1/6 because all
points in the first sample are identical, the set must be £/2-close to an input that
consists of n copies of a single point. Suppose now that it passes the other two
tests with probability at least 1/6 for arbitrary p and ¢ fixed in the first phase
of the algorithm. Let S’ be the maximum size subset of the input set such that
each point r in S embeds into the line with respect to p and ¢, and all pairwise
distances for the points in S’ are preserved in this embedding. We claim that
[S'] > (1 —€/2)|S], i.e., there is a subset of the input of size (1 — ¢/2)n that
isometrically embeds into the line. Firstly, the fraction of points in S that do
not embed with respect to p and ¢ must be smaller than €/4, since the constant
hidden in the big-Oh notation is sufficiently large to detect every fraction greater
than e/4 of these points with probability greater than 5/6. Secondly, the fraction
of points of S in S\S’ that embed with respect to p and ¢ also cannot be to large.
Denote the set of those points by U. Suppose that |U| > en/4. Let X; = S"UU,
and iteratively create X; as follows. As long as |X;| > |97, there is a pair of
points (a;,b;) in X; such that the distance between a; and b; changes after
embedding into the line with respect to p and q. We create X;;; by removing
these two points from X;. If |U| > en/4, there are at least en/8 such disjoint
pairs of points, and by Fact 7, we find such a pair with probability greater than
5/6. Hence the size of T must be less than en/4, and the size of S’ is at least



(1 —¢/2) - n. Therefore, the input is £/2-close to an input embeddable into the
line, which finishes the proof of the correctness of the algorithm. O

One can show that there is an algorithm that for a set of s points, checks
in time O(s(T + log s)) if it exactly embeds into the line or not, where T is the
time complexity of computing the distance between two points.

Corollary 14. There is a one-sided error tester for isometric embeddability into
the line that queries O(y/n/e) points and runs in O(y/n/e(T+logn)) time, where

T is the time necessary to compute the distance between two points.

5 Lower Bounds

We give a number of lower bounds for testing. All of them follow from the same
approach. We create a constant size gadget that is repeated several times. Until
we read entirely at least one of the copies of the gadget, the subset of points
has a considered property. At the same time the whole input is far from the
property. A one-sided tester must therefore read an entire copy of the gadget,
which requires many queries. One can also show that each of our lower bounds
can be transformed into an 2(y/n/e) lower bound for two-sided testers.

5.1 A Lower Bound for Testing Dimension Reduction in ¢;

A say that a set of points in £}" is d-dimensional if it isometrically embeds into Kg.
We now present a general lower bound for one-sided error testers, which shows
that a d-dimensionality tester with one-side error must query many points for
small € and large d. To prove the lower bound, we make use of a nonembeddability
lemma by Hadlock and Hoffman [13]. They showed that to embed a tree metric
into ¢; one needs exactly [k/2] dimensions, where k is the number of leaves in
the underlying tree. Here we only make use of the nonembeddability part of their
result.

Lemma 15 (Hadlock and Hoffman [13]). Let M = (S,0) be a tree metric
of k > 3 leaves. M does not embed into €7 for any m < k/2.

Theorem 16. Any one-sided tester for d-dimensionality must query Q(nd/(d+1)-
5*1/(d+1)) points for e < 1/(2d+ 2), even if the host space is f‘{“‘l.

Proof. A one-sided tester for inputs that are e-far from d-dimensionality needs to
detect with constant probability evidence of non-d-dimensionality. In our case, it
must read with constant probability a subset of points that is not d-dimensional.

We will exhibit a d + 1-dimensional set that is hard for one-sided testers.
Before we pass this set to the tester, we randomly shuffle the list of the points.
Thus we can assume that the tester reads random points from the set. (Bar-
Yossef et al. [17] conduct an interesting analysis of testers for the properties
that do not depend on the order of the elements in the input.)



We will define a set of points in E‘f“, that will not be d-dimensional. Let e;,
1 <i < d+ 1, be the unit vector in R4+ of the i-th coordinate equal to 1 and
all the others equal to 0. Also define 1 and 0 to be the vectors of ones and zeros
in all coordinates, respectively.

We construct an input set S as follows. Let p = en. First, we add n—p(2d+2)
copies of 0. Then, for each 1 < ¢ < p, we add the following group G; of 2d + 2
points:

S w=3i1,
— v;j=3i-1—ej, foreach 1 <j<d+1,
— w;; =3i-1+ej, for each 1 < j < d.

Note that each G; is the shortest-path metric of the unweighted star of 2d +
1 leaves. Thus, by Lemma 15, G; is not d-dimensional. To turn S into a d-
dimensional set, we need to remove at least one point from each G;, therefore
S is e-far from d-dimensionality. On the other hand, if we remove at least one
point v;; for each 1 < 7 < p, we get a d-dimensional set. Since all the points
vy, for fixed ¢, are symmetric in terms of the distance to the other points, we
can assume without loss of generality that we remove v; 441 for each 7. We can
define a distance-preserving embedding f of the remaining points into ¢¢:

0, if z =0;
34l 1, if = uy;
3Ll 1 —e;, ifz =y
3%7;'14-(3% lf.I:’LUZJ

fz) =

One can easily check that this embedding does preserve all the distances.
Moreover, this implies that to find evidence that S is not d-dimensional, the
tester needs to read all the v;; for some ¢. If the tester queries ¢ points and finds

evidence with constant probability, it follows from Fact 8 that p (% )d+1 = (1),

n

. . . d/(d+1)
which implies that g = 2 (Zl/(Tl)) o
6 Streaming Testers

6.1 A Linear Lower Bound for the Exact Property Verification

We now give a sketch of how to prove a lower bound for the exact verification
of properties in the streaming model. We omit many technical details. Each of
our lower bounds for property testing can easily be turned into a lower bound
for exactly checking a property in streaming. For each of those lower bounds,
we design a size-k gadget for some constant k. Whenever an entire copy of the
gadget is present in the input, the input does not have the property. We can
also break each of the gadgets into two parts of the same, or almost the same
size such that when only one of the halves is present, it does not contradict the
property. We start from an input that has n/k copies of the gadget. One of the



halves of each gadget is assigned to Alice, and the other one to Bob. Alice picks
her set of points by selecting an arbitrary subset of her halves of gadgets. So
does Bob. If Alice and Bob picked halves that compose to an entire copy of the
gadget, the union of their sets of points does not have the property. Otherwise,
it does. Clearly, we can now use any streaming algorithm for the exact property
verification to give a protocol for set disjointness on the set {1,...,n/k}. Alice
first simulates the algorithm on her set of points, passes the intermediate state
to Bob, and Bob continues the simulation on his set of points. In the worst case,
Alice must pass at least £2(n/k) bits to Bob, so the amount of space used by the
streaming algorithm is at least 2(n/k). We state a corollary for embeddability
into the line.

Lemma 17. The exact verification of embeddability into the line requires £2(n)
bits of space in the streaming model.

6.2 A Lower Bound for Streaming Testers

The above approach can easily be modified to give a lower bound for streaming
testers. Instead of n/k different copies of the gadget, we now only have 1/(ck)
different copies, but we always repeat each of them en times. Because of this,
whenever the subsets of {1,...,1/(¢k)} chosen by Alice and Bob intersect, there
are en copies of the gadget, which makes the set of points e-far from the property.
By the same argument as before, we get a lower bound of 2(1/(ek)) bits of space.
In particular, the following lower bound holds for embeddability into the line.

Lemma 18. A streaming tester for embeddability into the line must use 2(1/¢)
bits of space.

6.3 Algorithms

Note that if there is a property tester of query complexity 7', then there is a
streaming tester that keeps only T' points. It collects T' random points when it
goes over the stream, and at the end simulates the property tester on the sample.
Here, we show that the number of points kept can be decreased.

All our property testing algorithms look for a k-tuple of points that is used as
(a part of) a certificate that the input does not have a property. There are always
at least £2(en/k) such k-tuples, if the input is e-far from a property. The im-
provement comes from the fact that it suffices to draw the first k—1 points of one
of the k-tuples, and then, going over the stream, check for each point if it com-
plements a k-tuple. By Fact 7, we only need to collect O(n(*#=2)/(k=1)c=1/(k=1))
sample points from the stream as opposed to O(n*~1/kc=1/k) samples in the
property testing model.

Moreover, for testing embeddability into the line (testing tree metrics), we
need two different fixed points (one fixed point). We can use for that the first
two different points (the first point) of the stream. For embeddability into the
line, we get the following lemma.



Lemma 19. There is a one-sided error streaming tester for embeddability into
the line that stores £2(1/e) points.
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