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Abstract— Mapping and self-localization in unknown envi-
ronments are fundamental capabilities in many robotic applica-
tions. These tasks typically involve the identification of objects
as unique features or landmarks, which requires the objects
both to be detected and then assigned a unique identifier that
can be maintained when viewed from different perspectives
and in different images. The data association and simultaneous
localization and mapping (SLAM) problems are, individually,
well-studied in the literature. But these two problems are in-
herently tightly coupled, and that has not been well-addressed.
Without accurate SLAM, possible data associations are com-
binatorial and become intractable easily. Without accurate
data association, the error of SLAM algorithms diverge easily.
This paper proposes a novel nonparametric pose graph that
models data association and SLAM in a single framework. An
algorithm is further introduced to alternate between inferring
data association and performing SLAM. Experimental results
show that our approach has the new capability of associating
object detections and localizing objects at the same time, leading
to significantly better performance on both the data association
and SLAM problems than achieved by considering only one and
ignoring imperfections in the other.

I. INTRODUCTION

In many robotics applications, such as disaster relief,
planetary exploration, and surveillance, robots are required to
autonomously explore unknown spaces without an accurate
prior map or a global position reference (e.g. GPS). A
fundamental challenge faced by the robot is to effectively
localize itself using only the information extracted from
the environment. For example, the capability of recognizing
instances of objects and associating them with unique identi-
fiers will enable the robot to build maps of the environment
and localize itself within. The problem of constructing a
global map and localizing the robot within is referred as
simultaneously localization and mapping (SLAM).

SLAM with various representations of the world and
different sensors has been thoroughly studied in the lit-
erature. Occupancy grid map with LiDAR or laser range
finders is among the early successes that dates back to the
1980s [1–4]. In occupancy based approaches, the world is
represented by 2D/3D grids composed of free spaces and
occupied spaces. New scans from the LiDAR or laser range
finders are compared and matched with previous scans to
incrementally build such maps. In recent years, SLAM with
3D dense mapping and RGB-D cameras has become more
and more popular [5–7]. Incoming depth and color images
are converted into volumes or deformation surfaces [5], then
matched with previously constructed volumes or surfaces to
incrementally build the map.

Fig. 1: In object SLAM, each object class has multiple instances,
data association (associate detect objects to unique object idneti-
fiers) is ambiguous. Data association and SLAM (localize objects)
are inherently coupled: good data association guarantees the conver-
gence of SLAM, and good SLAM solution gives good initialization
of data association.

A factor graph is a different representation of the SLAM
problem [8–11]. Instead of using small units, such as grids,
volumes, or surfaces, to represent the space, a factor graph
encodes the poses of the robot and the observed landmarks
along the trajectory. In a factor graph, each factor represents
a constraint on the relative poses either between two consec-
utive robot poses or between a robot pose and a landmark.
Factor graph SLAM scales much better than SLAM with
occupancy grid maps or 3D dense maps. However, the
convergence of factor graph SLAM algorithms relies heavily
on correct data association of the landmarks.

The focus on of this work is on SLAM in unknown envi-
ronment by recognizing objects and utilizing their positions
(object SLAM). A factor graph is the natural representation,
as objects can be easily represented as landmarks. Object
SLAM requires the robot to be able to detect objects,
generate measurements, and associate these measurements
to unique identifiers. Some recent work on Region-based
Convolutional Neural Networks [12, 13] gained significant
success on training deep learning models to detect multiple
objects instances within a single image. However, object
detections only suggest the existence of objects of certain
predefined object classes in an image, but provide no data
association between images. This is problematic for SLAM
especially when there are multiple objects of the same
object class in an environment. How reliably SLAM can
be achieved using only these ambiguous object detections
remains an open question. As illustrated in Fig. 1, there are
multiple instances of the same object class, such as chairs.
The robot would need to establish the data association of
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object detections across images from different views.
This paper proposes a novel world representation, the

nonparametric pose graph, to jointly perform data association
and SLAM. The inference of the data associations and the
optimization of the the robot and object poses are performed
alternatively in this algorithm. This coupled framework
achieves better performance for both data association and
SLAM.

II. RELATED WORK

Data association of objects and SLAM are typically solved
as decoupled problems in the literature. Pillai and Leonard
[14] showed that when the SLAM solution is known, and
thus there is no uncertainty in robot poses, robot poses
provide good prior information about object locations and
can achieve better recalls than frame by frame detections.
Song et al. [15] used a SLAM solver to build a 3D map of a
room, and then fixed the map and manually labeled objects
in the room. On the other hand, object detection can improve
localization as well. Atanasov et al. [16] pre-mapped doors
and chairs as landmarks. During the navigation stage, these
pre-mapped objects are detected online and their location
information is used to localize the robot.

However, in the scenario considered here, neither data
association of objects nor robot poses are perfectly known.
Algorithms that solve object detection and SLAM jointly
can be categorized into front-end approaches and back-end
approaches.

A. Front-end Data Association

In front-end approaches, objects detected in new images
are compared with previous images. If matches between
new and old images are found, then corresponding objects
are associated to the same unique identifier. These data
associations by front-end procedures are taken as reliable
and true, and then passed to a SLAM solver [17, 18].

In this work, instead of creating exact templates for
objects, deep learning is used to detect objects in the environ-
ment. Deep learning generalizes much better than template-
based approaches. However, the detections have significant
ratio of false positives and partial occlusions, thus are very
challenging for front-end algorithms to produce reliable data
associations.

B. Back-end Robust SLAM

Robust SLAM is a line of research that explicitly use back-
end approaches to deal with outliers in the data [19, 9, 20]. In
robust SLAM, when some measurement is incorrectly associ-
ated, it will be inconsistent with other object measurements
of the same identifier. Robust SLAM instead maximizes a
set of measurements that are consistent with each other in
both identifiers and predicted locations. Only the consistent
measurements are plugged into a SLAM solver to recover
the robot poses and landmark locations.

By nature robust SLAM relies on the assumption that
inlier measurements with unique identifier associations are
the majority compared to outlier measurements. Under this
assumption, eliminating outliers can still give good SLAM
results. However, in object SLAM, it is often the case that

there are multiple instances of the same object class. If all
object measurements with same class are associated to the
same identifier, different object instances will always give
inconsistent measurements. If only one set of consistent
measurements for each object class is kept, the algorithm
will eliminate the majority of the data and fail to identify
any repetitive instances of the same class.

The algorithm presented in this paper is a back-end ap-
proach where there are multiple instances of the same object
class. The data association of object measurements to unique
identifiers are considered unknown and must be established
while doing SLAM. We exploit the coupling between data
association and SLAM, jointly optimize both, and achieve
better performance on both.

III. OBJECT MEASUREMENTS VIA DEEP LEARNING

This section sets up the approach to generate object
measurements via deep learning.

A. Deep Learning Based Object Detection

Object detection refers to the problem of identifying the
existence of objects of certain classes and find bounding
boxes for them in single images.

Region-based convolutional neural network (R-CNN) [12]
was among the first works on object detection using a
CNN. This algorithm uses the selective search [21] algorithm
to generate bounding box proposals, and then crops an
image patch using each proposal. The image patches are
subsequently scaled and run through a CNN model for
object detection. R-CNN is extremely slow (13 seconds per
image) because all patches need to run through the CNN
individually.

In Faster R-CNN [13], Ren et. al. ran the full image
through the CNN only once, and they only use features in
top layer in each bounding box patch for object detection.
They further proposed a region proposal network (RPN) that
learns how to generate bounding box proposals by looking
at the top layer features. This new algorithm achieves an
average speed of 100 milliseconds per image.

Our work trained a faster R-CNN model on the ImageNet
2014 dataset [22], which contain categories that are more
relevant to indoor/urban settings, including cars, motorcy-
cles, bicycles, traffic lights, televisions, chairs, flowerpots,
cups, and keyboards. Note that this framework can be easily
modified to parse out any other subset of classes from the
ImageNet dataset that are relevant to the specific applica-
tions.

B. Object Measurements

An object measurement refers to a labeled 3D location
with respect to the robot pose. To generate such measure-
ments, location information relative to the robot is required
in addition to object detection. In this paper, this is done by
inquiring the corresponding pixels in the depth images: (1)
Crop bounding boxes in the depth image in correspondence
with the RGB bounding box. (2) Filter out background pixels
that are too far away. (3) Generate point cloud from RGB
and depth pairs. (4) Compute the centroid of the point cloud
as center of the object.
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(a) Object detection with RGB
image.

(b) The depth image corre-
sponding to the RGB image.

(c) Object localization in 3D space

Fig. 2: Deep learning based object detection

Fig. 2a shows the detected object with faster R-CNN from
a single image of an office environment. Fig. 2b shows the
corresponding depth image, and Fig. 2c shows the four point
clouds for the four detected objects in 3D space.

It is clear from Fig. 2a that object SLAM with deep
learning object detection has two major challenges. First,
there are multiple instances of the object class, such as
“chair” in Fig. 2a. Without correct data association, it is
hard to distinguish different object instances. Standard pose-
graph SLAM algorithms can only optimize poses with exact
data association, such as g2o[23], isam[10], gtsam[24]. The
second challenge is high false positive rates. As the chair
detected in Fig. 2a, deep learning algorithms report objects
now and then when there are actually none. Blindly using
these unfiltered detections in standard SLAM algorithms will
lead to “non-exist” nodes and cause loop closure failures.

Notice that the centroid is used as the center of objects in
this case. When objects are looked at from different views,
and be partially occluded, centroids would not be a consistent
measure of the object locations. In our experience, the error
could be 10-20cm. However, we will show that in office
settings, our algorithm still converges even under significant
occlusion and view point noise.

IV. POSE GRAPH BACKGROUND

This section sets up the background on graphical models
used in SLAM problems. The next section will extend the
current pose graph to a novel nonparametric pose graph and
introduce an algorithm to perform inference on it.

A factor graph is a graphical model widely used in SLAM
problems. Denote X = {X1, · · · , Xn} as the random vari-
ables. Denote ψa(X{a}) as a factor among random variable
in set {a}.

The log likelihood, log p(x), can be written in a sum of
factors: log p(x) ∝

∑
a∈A φa

(
x{a}

)
, where A is the set of

all factors. Each factor φa(x{a}) maps the values of random
variables to a strictly positive real number representing the
log likelihood of the variables.

Fist assume that there exist static landmarks that the robot
can identify to localize itself.

Assumption 1: There exists a library of static landmarks
to localize the robot in the environment. The number and
locations of these landmarks is not known a priori.

With the landmark assumption, when moving in the
environment, the robot can obtain measurements of these
landmarks. Given a dataset, the robot trajectory is represented
as a discrete sequence of poses. Denote T as the total number
of time steps, and denote X0:T = {X0, · · · , XT } as the
robot’s trajectory from the start to the end. Each robot pose
consists of a position and an orientation. Denote SE(2)
as the space of 2D poses and SE(3) as the space of 3D
poses. Then Xt ∈ SE(2) for 2D cases and Xt ∈ SE(3) in
3D cases. In GPS-denied environments these poses are not
directly observable. However, the robot can always measure
the incremental change between two sequential poses via an
IMU or wheel encoder, which is referred to as odometry.
Denote ot as the odometry measurement between pose xt
and pose xt−1. Under the standard assumption that ot is
corrupted by additive Gaussian noise, the odometry mea-
surement at time t can be represented as:

ot = Xt 	Xt−1 + v, v ∼ N (0, Q), (1)

where	 represents an operator that takes two pose and return
the relative pose between them in SE(2) or SE(3), and Q
is the odometry noise covariance matrix.

During navigation, the robot also observes landmarks from
the environment. Assuming that there exist M landmarks
in the environment, which might be unknown ahead of
time. The positions of the landmarks are denoted as L =
{L1, · · · , LN}. In the 2D case Li ∈ R2, and in the 3D
case Li ∈ R3. At time t, the robot obtains Kt landmark
measurements, denoted as zt = {z1

t , z
2
t , · · · , z

Kt
t }. Each

measurement is associated to a unique landmark identifiers,
the associations are denoted as yt = {y1

t , y
2
t , · · · y

Kt
t }, where

yit ∈ {1, · · · ,M}. For example, at time 0, the robot obtained
two measurements, z0 = {z1

0 , z
2
0}. And these 2 measure-

ments are from landmark 5 and 7, then y0 = {y1
0 , y

2
0} =

{5, 7}.
Using the standard model that object measurements zkt are

corrupted by additive Gaussian noise:

zkt = Lykt 	Xt + w, w ∼ N (0, R) (2)

where R is the measurement noise matrix.
The pose graph SLAM problem optimizes robot poses

X0:T and object locations L such that the log likelihood
is maximized:

max
X0:T ,L

log p(o1:T , z0:T ;X0:T ,L). (3)

Note that the log likelihood is nonlinear in Xt and Lt as
	 is a nonlinear operation in (1) and (2).

A factor graph representation for SLAM is also referred
to as a pose graph.

V. NONPARAMETRIC POSE GRAPH

This section sets up the joint data association and SLAM
problem by extending the current pose graph to a novel non-
parametric pose graph that tightly couples object association
with robot poses. A new algorithm is also introduced to
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jointly infer the data association and perform SLAM with
this new model.

A. Factor Graph with Multi-class Objects
Before we move into nonparametric factor graph for im-

perfect data association, first notice in object SLAM, except
for measuring the 3D location of objects, we also observe
an object class. The observed object class is not always
reliable, thus we first establish the probabilistic model for
object classes. Assume there are N object classes in total. For
object i, denote u as an observation of the object class. The
likelihood of u is modeled with a Categorical distribution:

p(u = j) = πi(j), j = 1, · · · , N (4)

Denote πi = {πi(0), · · · , πi(N)},
∑N
n=0 πi(n) = 1. And if

the true object class is j, we have π(j)� π(k) for k 6= j.
Notice 1 ≤ u ≤ N , but we especially design πi(0) to

represent the probability of false positives. This design would
help the algorithm to filter non-exist object detections in real-
world experiments.

In order to have closed form updates, we apply Dirichlet
prior to πi for object i:

πi ∼ Dir(βi). (5)

when there is an observation of class j, u = j, the posterior
distribution of πi is:

πi|u ∼ Dir(βi + ej). (6)

where ej represents a unit vector with jth element to be 1.
Notice βi(0) represents the initial likelihood of object i

to be a false positive. Since observations cannot be 0, when
there are more and more observations of object i being ob-
tained, the posterior βi(0) will monotonically decrease. This
is consistent with the intuition that if repeated observations
are obtained from some object, then it has lower chance to
be a false positive.

Combine the multi-class probabilistic setting with the
original SLAM problem: each object measurement would be
a pair {zkt , ukt }, where continuous variable zkt represents the
3D location measurement, and discrete variable ukt represents
the observed object class. Recall that ykt = i ∈ {1, · · · ,M}
represents that the k-th measurement at time t is from object
i. Then ukt is a sample from the posterior distribution πykt .

p(ukt = j) = πykt (j), j ∈ {1, · · · , N} (7)

The joint log likelihood becomes:

log p(o1:T , z0:T ,u0:T ;X0:T ,L)

=

T∑
t=1

p(ot;Xt−1, Xt)+

T∑
t=0

Kt∑
k=1

(
p(zkt ;Xt, Lykt ) + log πykt (u

k
t )
)

=

T∑
t=1

p(ot;Xt−1, Xt) +

T∑
t=0

Kt∑
k=1

p(zkt ;Xt, Lykt )

+

T∑
t=0

Kt∑
k=1

log πykt (u
k
t ) (8)

The new optimization problem is then

max
X0:T ,L,π

log p(o1:T , z0:T ,u0:T ;X0:T ,L, π). (9)

Compared to (3), the observed data in problem (9) further
includes object class observations u0:T , and the variables to
be estimated further include the class of objects π. From
(8), given data association y0:T , the joint likelihood can be
factorized into the sum of likelihood of z0:T and o0:T , and
the likelihood of u0:T . Therefore, the class classes π0:T is
independent of the robot poses X0:T and object positions
L. Optimizing (9) is equivalent to solving problem (3) and
computing the object class posterior π independently.

B. Nonparametric Pose Graph

Now we move to the case that the data association ykt is
unknown and must be established. Because of the ambiguous
data association, the total number of objects M is unknown
ahead of time, and needs to be established as well. Dirichlet
Process (DP) is such a nonparametric stochastic process that
models discrete distributions but with flexible parameter size.
It can be taken as the generalization of a Dirichlet distribution
with infinite dimension. Same as Dirichlet distribution is
the conjugate prior for a categorical distribution, DP can
be viewed as the conjugate prior for infinite, nonparametric
discrete distributions [25]. In this work, we use a Dirichlet
Process (DP) as the prior for data associations ykt . In partic-
ular, assume at any point, there are M objects being detected
in total, the probability of ykt belongs to object i:

p(ykt = i) = DP(i) =
{ mi

Σimi+α
1 ≤ i ≤M,

α
Σimi+α

i =M + 1.
(10)

where mi is the number of measurements of object i, and α
is the concentration parameter of DP prior that determines
how likely it is to create a new object. The intuition behind
this model is that the probability ykt is from some existing
object i ≤M is proportional to the number of measurements
of object i, and the probability ykt is from a new object M+1
is proportional to α.

The new optimization problem is then over The joint log
likelihood of odometry o0:T , object measurement z0:T and
object classes u0:T given data association y0:T :

max
X0:T ,L,y0:T ,π

log p(o1:T , z0:T ,u0:T ;X0:T ,L,y0:T , π). (11)

Compared with Equation (3), the new optimization prob-
lem Equation (11) is more challenging in that data asso-
ciations y0:T are unknown. As a result, log probabilities
of object measurements no longer have a simple form,
and the problem Equation (11) becomes a mixed integer
nonlinear problem. Secondly, the number of true objects
in the environment M is not necessarily known a priori,
problem Equation (11) must infer M at the same time.
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X0 X1 X2
. . . XT

y0 y1 y2 . . . yT

L, π

Fig. 3: Factor graph for SLAM with imperfect data association. yt
represents the data association: the measurement at time t is from
object yt. In SLAM with imperfect data association, yt is unknown
and must be established at the same time.

C. Nonparametric SLAM

From the last section, for t = 1, · · · , T, k = 1, · · · ,Kt,
the generative model for our problem is

ykt ∼ DP(α), (12a)
πykt ∼ Dir(βykt ), (12b)

ot ∼ N (Xt 	Xt−1, Q), (12c)

ukt ∼ Cat(πykt ), (12d)

zkt ∼ N (Lykt 	Xt, R), (12e)

where α, β, Q, and R are given parameters. Robot poses
X0:T , landmark locations L, object class distributions π1:M

and object associations y0:T are variables to be estimated.
The odometry o1:T and object measurements z0:T ,u0:T are
observed data.

Different from a canonical DP mixture model, the ob-
served data z0:T , u0:T , and o0:T are not independent samples
given variables X0:T , L, and π, but are correlated through
the factor graph. Therefore, the inference involves computing
maximum likelihood over factor graphs. When both associa-
tions and variables are to be established, standard approaches
alternate between assigning data and optimizing variables.
In the case of known object number M , K-means has a de-
terministic data association, while expectation-maximization
associates data in a probabilistic way [26]. When the number
of objects is not known a priori and DP is used as prior,
Markov Chain Monte Carlo methods (e.g. Gibbs sampling)
or variational inference algorithms are widely used [26].
However, in these algorithms, the likelihood of each label
ykt to be any underlying object L needs to be computed and
tracked all the time. The algorithm will need to go through
all of the data multiple times to converge to a steady state
distribution. The large scale and strong dependence of data
in our problem make such approaches inappropriate.

It is shown in [27] that under the small variance assump-
tions, Gibbs sampling can be simplified to DPmeans. Instead
of sampling the posterior distribution, yt is assigned to be the
maximum likelihood object if the likelihood is within some
certain threshold, otherwise it is assigned to a new object.
Intuitively, in this case, small variance means that the noise
in odometry, object measurement and object class is relative
small, so that the posterior distribution of yt is peaky.

Assumption 2: Variance in odometry, object measurement
and object class is small, so that the posterior distribution of
data association has small variance and a unique maximal
likelihood value.

The DPmeans algorithm alternates between two steps:
maximize likelihood on variables X0:T ,L, π, and assign
data association y0:T to their maximum likelihood objects.
Algorithm 1 shows the overall flow of the approach. And the
following explains the algorithm step by step.

a) Initialization (line 1): In initialization, all ykt are set
to be an object by its own. Robot poses X0:T and object
locations L are initialized by their open loop estimation. The
Dirichlet distribution prior for object class are set to be some
initial value β0.

b) Optimizing data association (line 3): While ex-
ecuting the main loop, the algorithm alternates between
optimizing associations y0:T , and variables X0:T , L, and β.
When optimizing object association, fix X0:T , L and β, and
compute the posterior of ykt as the product of its DP prior
(10) and likelihood of measurements (ukt , z

k
t ) (see (1) and

(7)).

pi ∝ DP(i)p(ukt ;πi)p(z
k
t ;Xt, Li). (13)

Then ykt is assigned to the maximum likelihood object

ykt = argmax
i
pi. (14)

c) Optimizing poses (line 10): When optimizing poses,
object associations ykt are fixed. The posterior parameters for
the Dirichlet distribution of object class can be updated with

βi(j)← β0(j) +
∑
t,k

Iykt =iIuk
t =j , (15)

where βi is the hyper parameter for the Dirichlet prior on
πi. Notation Ia=b represents indicators whether quantity a
equals quantity b. Then

∑
k,t Iykt =i is the total number of

object detections assigned to object i, and
∑
k,t Iykt =iIuk

t =j

represents from the detections of object i, how many are class
j. With Dirichlet prior Dir(βi), the maximum likelihood(ML)
of each object class i is proportional to parameters βi:

πi = ML(Dir(βi)). (16)

The maximum likelihood value of robot poses X0:T and
object locations L can then be obtained by standard SLAM
solvers (see (3)).

d) Remove false positive (line 18): Recall that we set
πi(0) to be the probability that object i is a false positive. In
initialization, βi(0) is set to be some positive number. When
new measurements of object i are obtained and accumulated,
βi gets updated such that βi(j), j > 0 becomes bigger com-
pared to βi(0). As a result, πi(0) decrease monotonically. In
the last step, we filter out false positives by simply putting
a threshold ε on πi(0).

VI. EXPERIMENT

A. Simulated Dataset
In the simulation, 15 objects are randomly generated in a

2D plane. They are randomly assigned into 5 different object
classes: red diamonds, blue circles, green triangles, yellow
stars, and magenta squares. The robot trajectory is manually
designed and passes through the environment several times.
Fig. 5a shows the ground truth of the generated dataset. At
each pose Xt, the robot observes the relative position okt

4606



Algorithm 1 Nonparametric SLAM

Input: Odometry measurements o1:T , Object measurements
u0:T , z0:T

Output: Poses X0:T , number of objects M , object associa-
tion y0:T , object locations and classes L, β

1: Initialize X0:T , L with open loop prediction, initialize
βi = β0. Initialize each ykt to be an object of its own

2: while not converged do
3: Fix X0:N , L, β
4: for Each measurement ykt do
5: Computer posterior pi of being object i:
6: pi ∝ DP(i)p(ukt ;πi)p(z

k
t ;Xt, Li)

7: Assign ykt to be maximum likelihood association:
8: ykt = argmaxi pi
9: end for

10: Fix y0:T

11: for each object i do
12: update class π:
13: βi(j)← βi(j) +

∑
t,k Iykt =iIuk

t =j

14: πi = ML(Dir(βi))
15: end for
16: optimize X0:T , L with standard SLAM solver with

(3)
17: end while
18: Remove false positive
19: ∀i, delete object i if πi(0) > ε

and class ukt of the objects that are within its field of view.
Gaussian noise are added to the odometry measurements as
well as object measurements, see (1), and (2). The parameters
of the dataset are listed in Table I.

TABLE I: Simulated Dataset Overview

Distance Traveled 72.7m
field of view 4m, 120 degree

no. of odometry measurements 766
no. of object measurements 1098

odometry noise N (0, 0.022)

measurement noise N (0, 0.12)

Fig. 4a shows the object predictions based purely on open-
loop odometry. There is significant amount of variance and
drift in the distribution of these predicted object locations,
which obscures the determination of exactly how many
objects there actually are in the environment. The result after
the first iteration is shown in figure 4b; the nonparametric
pose graph clusters the measurements and uses it to correct
robot poses. The total number of objects is reduced to 33.
The result after the second iteration is shown in figure 4c; the
algorithm further reduces the total number of objects to 20.
After three iterations(figure 4d), the algorithm converges to
the true underlying number of objects, which is 15.

The performance of the proposed nonparametric graph
(NP-Graph) is compared to three existing methods:

1) Frame by frame detection (FbF): each object in each
frame is taken as new, and there are neither SLAM nor
data association (see Fig. 4a).

2) Open-loop Object Detection (OL): use robot odometry
to perform data association across images, but do not

tajectory
class 1
class 2
class 3
class 4
class 5

(a) Iteration 0, 1098 objects (b) Iteration 1, 33 objects

(c) Iteration 2, 20 objects (d) Iteration 3, 15 objects

Fig. 4: Result of nonparametric pose graph at different iterations.
Initially there are 1098 object detections. The number reduces to
33 after the first iteration, reduces to 20 after the second iteration,
and converges to the ground truth 15 after 3 iterations.

TABLE II: Performance Comparison on Simulated Dataset

mean cumulative percent of number mean
pose trajectory measurements of object
error error used objects error

NP-Graph 0.07 55.1 100 15 0.05
OL 0.42 320.6 100 39 0.39

R-SLAM 0.20 150.5 20.2 5 0.20
FbF 0.42 320.6 100 1098 0.49

use data association results to correct robot poses (see
Fig. 5c).

3) Robust SLAM (R-SLAM): back-end algorithm that finds
the maximal set of consistent measurements, but elim-
inate inconsistent measurements (see Fig. 5b).

Fig. 5 and Table II compare the SLAM performance results
of four different algorithms. FbF and OL purely rely on
odometry and do not correct robot poses, therefore have the
biggest error. R-SLAM uses a subset of object measurements
to close loops on robot poses, thus the error is smaller. Our
NP-graph based approach make use of all the object mea-
surements, thus has the smallest error on both robot poses
and object positions. FbF does not do any data association,
thus significantly over estimate the number of objects. The
OL approach does not optimize robot poses. When the robot
comes back to a visited place, the odometry has drifted
significantly thus the OL approach could not associate the
objects to the same one observed before. As a result, the OL
approach also over estimate the total number of objects. R-
SLAM only keeps one set of consistent measurements for
each object class, therefore it is only able to detect one
instance for each object class, and significantly underestimate
the total number of objects. NP-Graph, on the other hand,
utilize all of the object measurements and jointly infers both
robot poses and the data associations, thus can correctly infer
the right number of objects.
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Fig. 5: Simulation. Black line represents the robot trajectory. Each
marker color/shape represent an object class. FbF does neither data
associate nor SLAM. OL associate object detection across images
but does not optimize robot poses. R-SLAM only uses a subset
of consistent object measurements to optimize robot poses. Our
approach NP-graph optimizes both robot poses and data association.

B. Office Environment
To test the performance in real-world scenarios, we col-

lected a dataset of an office environment and used deep
learning to detect objects, such as chair, screen, cups etc.
The statistics about the office dataset is shown in Table III.

TABLE III: Office Dataset

image resolution 640×480
distance traveled 28.06m

during 167s
no. of odometry 696

no. of objects 30
no. of object detections 1588

odometry noise N (0, 0.1))

measurement noise N (0, 0.5)

Table IV and Fig. 6 compare the performance of FbF, R-
SLAM, OL and our approach NP-Graph. While the ground
truth for object positions is not available for this dataset, we
compare the performance on the number of valid objects, the
number of inlier measurements and the variance on object
positions. An object is defined as valid when its false positive
probability πi(0) is below a threshold (ε = 2%), otherwise it
is marked as a false positive. A measurement is denoted as
an inlier when it is associated with a valid object. The object
variance is determined from the uncertainty in the predicted
location of the object from its associated measurements.
From Table IV, the NP-Graph has the highest percentage of
inlier measurements, the closest number of objects to truth,
and the smallest variance on the object locations.

While the ground truth for robot poses is not available,
either, we compare the performance qualitatively. Fig. 1
shows the floor map of the environment as well as the
robot trajectory. Fig. 6 compares the results of 4 approaches.
FbF and OL estimation are open-loop approaches and over
estimate total number of objects. R-SLAM only uses a subset

TABLE IV: Performance Comparison on Office Dataset

percentage of number of number of variance
measurement inlier false positive on

inliers objects objects objects
NP-Graph 88.0 31 88 0.058

OL 82.2 36 175 0.121
R-SLAM 22.5 7 0 0.225

FbF 0 0 1588 -

of the object measurements. It can only identify one instance
for each object class, and has bad estimates even it closes
loops on robot poses. On the other hand, NP-Graph is able
to close loops on robot poses and recover the turnings at
corners. While there is no ground truth in the office dataset
for computing object localization errors, it is worth noting
that there is a sweater hanging on the shelf in the far bottom
left corner, our algorithm is able to recover its distance while
other approaches failed to.

Fig. 7 shows a few examples of the detected and well
associated objects, which includes chair, screen, keyboard,
toy car and the sweater hanging in the back corner. These
figures are extracted from point cloud of a single bounding
box that is associated to the corresponding object. Note that
these point clouds are only for illustration purposes, but not
maintained in the algorithm. The algorithm only uses the
centroid of these point clouds as object measurements.
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Fig. 6: Office Dataset. Black line represent robot trajectory. Mark-
ers represent objects. Each color represent an object class. FbF
approach does not do data association nor SLAM. R-SLAM does
SLAM but not data association. OL approach does data association,
but not SLAM. NP-Graph jointly infers data association and does
SLAM. It has the least number of objects, data localize the objects,
and closes loop thus has least error on robot trajectory.

VII. CONCLUSION

Object SLAM is challenging as data association is ambigu-
ous and location measurements unknown. Data association
and SLAM are inherently coupled problems. This work
proposed a novel nonparametric pose graph that tightly
couples these two problems, and developed an algorithm to
alternative between inferring data association and performing
SLAM. Both simulated and real-world datasets show that our
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Fig. 7: Example of detected objects, plotted from a single frame
point cloud. From left to right, top to down are chair, sweater in
the corner, screen, keyboard and toy car.

new approach has the capability of doing data association and
SLAM simultaneously, and achieves better performance on
both associating object detections to unique identifiers and
localizing objects.
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