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Abstract

The registration of pre-operative volumetric datasets to
intra-operative two-dimensional images provides an im-
proved way of verifying patient position and medical instru-
ment location. In applications from orthopedics to neuro-
surgery, it has a great value in maintaining up-to-date in-
formation about changes due to intervention. We propose a
mutual information-based registration algorithm which es-
tablishes the proper alignment via a stochastic gradient as-
cent strategy. Our main contribution lies in estimating prob-
ability density measures of image intensities with a sparse
histogramming method which could lead to potential speed-
up over existing registration procedures and deriving the
gradient estimates required by the maximization procedure.
Experimental results are presented on fluoroscopy and CT
datasets of a real skull, and on a CT-derived dataset of a
real skull, a plastic skull and a plastic lumbar spine seg-
ment.

1. Introduction
1.1. 2D-3D Medical Image Registration
Registering pre-operative datasets to intra-operative image
acquisitions can provide up-to-date information at the treat-
ment site, aiding surgical guidance and other interventions.
As three-dimensional intra-procedural image acquisition
is uncommon in medical institutions, typically only two-
dimensional datasets can be obtained for such purposes.
Although these images lack the spatial detail of volumet-
ric data, they have the advantages of faster acquisition time
and reduced amount of radiation exposure to both patients
and doctors. Ideally, one can recover the advantages of the
volumetric data by aligning the intra-operative 2D images
with pre-operative volumes.

For the specific case of fusing CT and X-ray images, the
primary focus is on registering bony structures, since both
modalities best visualize such information. Characterizing

the rigid movement of bones implies six degrees of free-
dom. If we also wished to align finer details, such as soft tis-
sues, we would define higher-dimensional transformations.

For medical image registration, a key challenge is to in-
troduce an appropriate way to compare input images that
are of different dimensionalities. The most common ap-
proach is to simulate one of the modalities given the other
dataset and the current transformation estimate, so that the
images can be compared in the same space. Then the trans-
formation estimate is updated to maximize an alignment
score according to some objective function. Reconstruct-
ing the 3D volume from 2D images is one alternative, but it
requires numerous projection acquisitions and large compu-
tation time. It is more feasible to simulate 2D images from
the 3D volume. Most existing applications follow this ap-
proach. Simulated projection images, whose construction
is to model the production of X-ray acquisitions, are called
Digitally Reconstructed Radiographs (DRRs). These im-
ages are formed by casting rays through the imaged 3D vol-
ume and summing up the attenuation coefficients of each
voxel along the rays. Since during a registration proce-
dure it might be necessary to evaluate the objective func-
tion a large number of times, several research studies have
concentrated on defining practical methods for radiograph
computation, such as voxel-projection [8] and shear-warp
factorization [9].

In a registration system, the quality of registration is
scored by similarity functions that aim to measure how well
the input images align. Common registration methods can
be grouped into two categories, feature-based and intensity-
based. Feature-based approaches rely on the presence and
identification of natural landmarks or fiducial markers to de-
termine the best alignment. The most significant features
need to be segmented in both of the input images and the
alignment criterion is then optimized with respect to them.
Contour- and point-based techniques [5, 6] are good exam-
ples of this approach. Although the reduced number of fea-
tures to be registered provides computational speedup (after
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the segmentation procedure is done), a major drawback of
these methods lies in the inconvenience of planting artificial
markers on the patient and the dependence on the segmen-
tation procedure that can potentially introduce errors. Often
they also require some level of user interaction.

Intensity-based measures operate on the pixel or voxel
intensities directly. Though the number of points to be
aligned is greater than in the above feature-based methods,
no feature extraction step is required. An extensive study
of intensity-based similarity measures used specifically in
2D-3D applications has evaluated the performance of six
different target functions (normalized cross-correlation, en-
tropy of the difference image, pattern intensity, mutual in-
formation, gradient correlation and gradient difference) in
matching single X-ray fluoroscopy and corresponding CT
images [4] . The imaged organ was a phantom spine, where
only a user-defined region of interest (usually an individ-
ual vertebra) was registered. The study found that the best
objective functions for such a multi-modal registration sce-
nario are pattern intensity and gradient difference. These
proved to be the most robust with respect to the presence
of soft tissue and of a surgical instrument appearing only
on one of the modalities. Both of these objective functions
were implemented to use the whole input image in order to
evaluate the current quality of alignment.

Usually, examining only a single 2D image is not suf-
ficient to recover all six degrees of freedom robustly. In-
plane rotation and displacement components can be approx-
imated, but the out-of-plane transformations are difficult to
accurately recover. In order to reliably determine all of the
transformation components, it is often preferable to use two
or more 2D acquisitions [2, 7, 8].

The most commonly used 2D medical image modalities
for the 2D-3D alignment task are X-ray fluoroscopy and
portal images. The creation of portal images employs high-
energy treatment radiation beams instead of low-energy
imaging radiation, hence they could be considered byprod-
ucts of a procedure and their quality is extremely poor.
Fluoroscopic images are taken by an X-ray machine and
they capture much more detail about the examined anatomy
(Figure 1). Their major disadvantage stems from the fact
that without correction, their geometric accuracy degrades
due to pincushion and radial distortion effects.

1.2. Our Registration Approach
We are interested in registering biplanar 2D fluoroscopic
images to a 3D CT volume. As the region of interest is
the whole imaged organ, the full input volume is consid-
ered in the registration task. The geometry of the imaging
environment is assumed to be known, so the location of the
two imaging sources is fixed. By updating the transforma-
tion components, we adjust the imaging coordinate system
to best approximate the observed fluoro images with DRR

Figure 1: Lateral and AP Acquisitions of X-Ray Fluoro-
scopic Images of the Pelvis Phantom.

projections from the 3D volume. An information theoretic
measure called mutual information (MI) [10, 14] is used as
our objective function. It has been used in many applica-
tions, as it does not assume a linear relationship between the
random variables being compared. It has been successfully
applied to 3D-3D multi-modal and 2D-3D video-frame to
model surface registration applications [11, 12, 13]. We de-
cided to use that particular objective function because its
useage allows for generalizing the code for image modali-
ties other than the ones currently presented and because it is
possible to conveniently approximate its value even without
using all available information provided by the inputs.

To evaluate the robustness of MI with respect to all of the
transformation variables, we ran extensive probing experi-
ments, verifying that the objective function peaked when
the correct alignment was evaluated. To automatically lo-
cate the transformation that corresponds to the best align-
ment, we use a gradient ascent procedure. Our choice of an
optimization method was driven by efficiency constraints.
Although good registration results could be achieved by the
non-gradient-based Powell-method, the average execution
time ranged between 3-3.5 hrs. We preferred a gradient-
guided search because of its computational efficiency. Us-
ing all corresponding pixel pairs to obtain intensity infor-
mation, however, is still a redundant and time intensive pro-
cedure: hence we apply a stochastic gradient estimation
strategy which uses noisy approximations of the required
measures instead of relying on the true gradients. We also
estimate probability distributions of image intensities by a
sparse ray-casting method (using only 100-150 rays) as op-
posed to by full DRR construction.

1.3. Paper Summary
We first define the transformation which establishes the re-
lationship between the imaging and data coordinate sys-
tems. We then introduce our objective function and the
stochastic gradient optimization theme, and we derive the
update calculations used to iteratively approximate the op-
timal transformation components. Finally, we present our
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registration results on fluoro and CT images of a real skull
and more thoroughly evaluate the performance of the algo-
rithm on CT-derived datasets of a plastic and real skull, a
phantom lumbar spine and a plastic pelvis.

2. Background
2.1. Transformation Description
The transformation parameterT which relates the coordi-
nate frames of the imaging environment and the data vol-
ume is constructed from a rotational and a translational
component. However, in order to distinguish constant and
variable elements, we decomposeT into three individual
sub-transforms.

T = Dc ◦R ◦Dd

Dc is a constant displacement term that is responsible for
positioning the data volume into the center of its own co-
ordinate system (so that rotation may be performed around
the origin). R encodes the rotational component required
to perform the match, and translationDd positions the ob-
ject in the imaging coordinate system. As we specifyT to
be the transformation that expresses imaging coordinates in
terms of data coordinates, the appropriate order of the sub-
transforms isDd, R and Dc (Figure 2). Decoupling the
components of the transformation in such a way is useful
because it makes the parameter space more directly search-
able.

Figure 2: The transformation parameterT which relates the
coordinate frames of the imaging environment and the data
volume;T = Dc ◦R ◦Dd.

2.2. Objective Function: Mutual Information
Our preferred choice of objective function is a sum of
mutual information-based measures which evaluates the

matches with respect to the two input fluoroscopic images.
If the fluoro images are denoted asU1(X), U2(X) and the
simulated DRRs (created from the CT volume given the cur-
rent transformation estimate) areV1(T (X)) andV2(T (X)),
we write:

g = I(U1(X), V1(T (X))) + I(U2(X), V2(T (X))). (1)

The goal is to findT that maximizesg.
The mutual information of two discrete random variables

expresses how much the knowledge about one of these vari-
ables increases the information about the other. More infor-
mally, instead of assuming a linear relationship between the
values of the random variables that are compared, it pro-
poses that, in the registration problem, with perfect align-
ment the intensity values from the corresponding images
maximally explain each other. In order to write its defini-
tion, we introduce another closely related notion, the Shan-
non entropy. The entropy of a random variable describes
the uncertainty associated to that variable and is defined as
the expected value of the negative log probability [3].

H(A) = EA[− log p(A)]

Mutual information can be expressed as the sum of individ-
ual entropy terms of the random variables less their joint
entropy.

I(A, B) = H(A) + H(B)−H(A, B) = (2)

E(A,B)[log p(A, B)]− EA[log p(A)]− EB[log p(B)] (3)

3. Optimization
In order to find the local maximum of the mutual
information-based objective function, we use a stochastic
version of the gradient ascent procedure. Gradient ascent
techniques are maximization methods whose local search
for the optimal parameter settings is guided by calculations
of the objective function gradient. The stochastic approx-
imation [15, 16, 17] approach uses noisy estimates of the
derivatives instead of the true ones (in order to increase
computational efficiency). The stochastic nature of our al-
gorithm originates from two sources: we approximate the
probability distributions of our variables by a sparse his-
togramming approach and we use various simplifications to
compute the derivatives.

At each iteration of the algorithm, we use the current es-
timate of transformationT to simulate the creation of two
X-ray images and we compute the goodness of their align-
ment with the corresponding observed fluoro images. To
find the local extremum of the objective function, we com-
pute the partial derivative of it with respect to the transfor-
mation parameters. Then to improve our estimate ofT , we
write:

Tupdated = Tcurrent + λ ∗ ∂g

∂Tcurrent
. (4)
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In Eq.(4), λ, represents the learning rate (or step-size) of
the algorithm, and determines the magnitude of an individ-
ual update operation. Finding the appropriate range forλ
forms a crucial part of the experiments. If the magnitude is
too small, convergence takes a long time, however, if it is set
to be too large, convergence to the searched value might not
even occur. One way to avoid fixing an ideal value for the
learning rate is to vary it over time. This practice is called
annealing, and it assigns decreasing values toλ as the iter-
ation number increases. Another approach, which we take
advantage of, is the application of a hierarchical structure.
Step size settings are less sensitive when registration takes
place on successively increasing levels of resolution. We
differentiate between the learning rates of rotational and dis-
placement components. Further distinction could be made
between components corresponding to in-plane and out-of-
plane operations.

The second part of the update term in Eq.(4) is the deriva-
tive of our objective functiong. Althoughg is the sum of
mutual information terms, for simplicity, we will describe
the update calculations with respect to only one of the mu-
tual information terms. Using Eq.(3) to express MI, we get

∂I(U(X), V (T (X)))
∂T

=
∂H(V (T (X)))

∂T
− ∂H(U(X), V (T (X)))

∂T

=
∂

{
E(u,v)[log(p(u, v))]− Ev[log(p(v))]

}
∂T

, (5)

where we denoteU(x) asu andV (T (x)) asv.
The first approximation step in our algorithm results

from the fact that we estimate statistical expectation terms
with sample averages. If the size of the sample collection is
M andxi represents theith sample point in the collection,
ui = U(xi) andvi = V (T (xi)),

∂I(U(X), V (T (X)))
∂T

=
1
M

M∑
i=1

[
1

p(ui, vi)
∂p(ui, vi)

∂T
− 1

p(vi)
∂p(vi)

∂T

]
.(6)

3.1. Density Estimators and their Partials
The probability density functions of image intensities in
Eq.(6) are estimated from the data using 1D and 2D his-
tograms. Using all available information about correspond-
ing image pixels is undesirable as it requires the generation
of the full DRR which is computationally expensive. We
chose to experiment with a sparse sampling approach where
we draw only a small number of samples from the overlap-
ping image regions and base our probability estimates on
them. The smaller the sample size we use, the faster the

estimations become. However, with each intensity value ig-
nored we trade off accuracy (and possibly convergence of
the algorithm). Experimentally, building histograms from
100-150 random samples and using 32 intensity bins on in-
tensity range 0-255 proved to be adequate. Decreasing the
bin sizes did not improve the registration results.

In order to complete the optimization task, the density
estimators need to be differentiated (Eq.(6)). To carry out
that task on histogram-estimated probability distributions,
we adopted ideas introduced for dense histograms in [12].
Given a histogramming functionf approximating the prob-
ability density function of random variableA based upon a
collection of sample pointsB, the probability ofa ∈ A is
given by

p(a) ≈ f(a, B).

and the derivative off with respect to variables is estimated
according to

d

ds
f(a, B) =

∂

∂a
f(a, B)

da

ds
+

∂

∂B
f(a, B)

dB

ds
. (7)

The application of the chain rule in Eq.(7) makes an implicit
assumption. It holds only for cases when the histogram esti-
mator functionf is not explicitly dependent on the variable
s with respect to which the derivative is taken. Although
this assumption is not quite valid in our scenario (the his-
tograms depend on transformationT with respect to which
we take derivatives), empirically, it was established that in-
finitesimal changes in the parameters ofT are unlikely to
(greatly) alter the nature of the density estimator. Hence,
we apply the above simplification. Furthermore, the last
term on the right of Eq.(7) can be ignored if differential
changes in the sample intensities inB result in vanishingly
small changes in the density values estimated byf . Based
on our experiments, that condition also held for sparse sam-
pling. Utilizing these assumptions and after some algebraic
manipulations, the terms in Eq.(6) can be expressed as:

∂p(ui, vi)
∂T

≈ ∂p(ui, vi)
∂vi

∗ ∂vi

∂T
. (8)

and
∂p(vi)

∂T
≈ ∂p(vi)

∂vi
∗ ∂vi

∂T
. (9)

The terms in Eq.(8) and (9) correspond to changes in the
DRR image intensity values resulting from modifications in
the transformation parameters and to changes in the proba-
bility densities as a result of changes in sample intensities.
We approximate the derivatives of the probability densities
by the use of finite differences calculated from their cor-
responding histogram estimates. Deriving the∂vi

∂T term is
more complex, and the details are explained below. We em-
phasize that at each iteration of the algorithm we perform
an update which corresponds to asmallangle rotation and
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small displacement applied to the current transform esti-
mate. As among the components of transformationT , only
rotationR and displacementDd need to be recovered, we
only take partial derivatives with respect to these terms.

For calculations of the update elements, we introduce
a new term, theupdaterotationRu. This operator repre-
sents asmallangle rotationr which adjusts the value of the
current rotation estimate at the end of each iteration cycle.
(Note that at the beginning of each iteration of the registra-
tion algorithmr is reset to be a zero angle rotation.) Hence
we write the new rotation component of the transform as
(Ru ◦R) and the transformation itself as

T = Dc ◦Ru ◦R ◦Dd.

A transformed point is

T (x) = T (r, d, x) = Dc(Ru(r, R(Dd(d, x)))). (10)

From Eq.(8) and (9), we need to compute

∂V (T (xi))
∂T

=
{

∂V (T (xi))
∂r

;
∂V (T (xi))

∂d

}
. (11)

In the following calculations, the vectorr encodes a rota-
tion transform such that its magnitude determines the angle
of rotation and its direction stands for the axis of rotation.
In order to express these partial derivative terms, we use
the ray-casting algorithm to model the formation of the flu-
oro image intensities. (The ray-casting algorithm is used
instead of a more efficient procedure, as we only sample a
small fraction of the image intensities and the whole image
is not constructed.) In particular, a sample of the simulated
fluoroscopic image at locationxi on the image plane (or at
T (xi) in data coordinates) is approximated as

V (T (xi)) =
∑

z∈ray(T (xi),S)

Vol(z),

whereray refers to the line segment which connects the
imaging sourceS with T (xi) on the imaging plane andz
indicates uniformly distributed steps along that ray within
the volume. As the steps are located in the transformed
coordinate space, we could writez = T (y) = T (r, d, y).
Therefore,

∂V (T (xi))
∂T

=
∑

z∈ray(T (xi),S)

∂Vol(T (r, d, y))
∂T

. (12)

3.2. Update wrt Displacement
We first calculate the partial derivative of the volume inten-
sity with respect to theith component of the displacement
componentd, denoted asdi. In Eq.(13) and (18),ei stands

for a unit vector whose components are all zero except for
theith one which equals 1.[

∂

∂di
Vol(T (y))

]
=

∇Vol(T (y)) • ∂(Dc(Ru(r,R(Dd(d,y)))))
∂di

=

∇Vol(T (y)) • ∂(Ru(r,R(Dd(d,y))))
∂di

=

∇Vol(T (y)) • ∂(Ru(r,R(y+d)))
∂di

=

∇Vol(T (y)) • ∂(Ru(r,R(y))+Ru(r,R(d)))
∂di

=

∇Vol(T (y)) • ∂(Ru(r,R(d)))
∂di

=
∇Vol(T (y)) • (Ru(r, R(ei))) (13)

The full expression is

∂

∂d
Vol(T (y)) =


 ∇Vol(T (y)) • (Ru(r, R(e1)))
∇Vol(T (y)) • (Ru(r, R(e2)))
∇Vol(T (y)) • (Ru(r, R(e3)))


 . (14)

3.3. Update wrt Small Angle Rotation
We derive the partial derivative terms of the volume inten-
sities with respect to the rotation component of transforma-
tion T similarly to the above. First we only consider theith

element ofr, which we denote asri.[
∂

∂ri
Vol(T (y))

]
=

∇Vol(T (y)) • ∂(Dc(Ru(r,R(Dd(d,y)))))
∂ri

= (15)

∇Vol(T (y)) • ∂(Ru(r,R(Dd(d,y))))
∂ri

= (16)

∇Vol(T (y)) • ∂(R(Dd(d,y))+r×R(Dd(d,y)))
∂ri

= (17)

∇Vol(T (y)) • ∂(r×R(Dd(d,y)))
∂ri

=
∇Vol(T (y)) • (ei ×R(Dd(d, y))) = (18)

ei • (R(Dd(d, y))×∇Vol(T (y))) =
(R(Dd(d, y))×∇Vol(T (y)))i

Hence, with respect to the full vectorr,

∂

∂r
Vol(T (y)) = R(Dd(d, y))×∇Vol(T (y)). (19)

We note two of the steps in the above derivation. First,
Eq.(16) is a result of a simplification to the formula in
Eq.(15). As the constant displacement operationDc only
happens after the rotation, this has no effect on the partial
derivatives that are being calculated. That term disappears
from the numerator. Secondly, to arrive at Eq.(17), we use
the fact thatRu is strictly defined to stand for small angle
rotations. In that case can we make the assumption that a
coordinate pointp, after such a rotation can be expressed in
the form:

p′ = Ru(r, p) = r(p) = p + r × p. (20)

5



4. Algorithm Outline & Results

The top-level outline of the registration code is summarized
as follows:

1. Preprocessing the input images and input volume:
During the preprocessing step, we smooth the fluoro
images to better match the resolution of the CT-derived
DRR images and eliminate all artificial labels from
them that were placed there for patient identification.
We also define the desirable window and level settings
for the CT volume. These determine the range and
average value of intensities which are usually set by
radiologists after image acquisition.

2. Initializing the imaging environment: The initializa-
tion step involves reading in the parameters that are
known about the imaging environment.

3. Registration loop: for fixed number of iterations – for
all fluoro-DRR image pairs

(a) Randomly sample image points from the fluoro
image and extract their intensities (U(X) where
X is the sample collection)

(b) Calculate corresponding DRR values (V (T (X)))
by ray-casting

(c) (*) Evaluate the objective function (see Eq.(1))

(d) Compute transformation updates and assign new
transformation estimate according to Eq.(19) and
(14)-(23)

T1updated = T1 +
λ

M

2∑
j=1

M∑
i=1

[Ki,j ∗ Li,j ] (21)

Ki,j =
∑

z∈ray(Tj(xi),S)

∂Vol(z)
∂T

(22)

Li,j =
(

1
p(ui, vji)

∂p(ui, vji)
∂vji

− 1
p(vji)

∂p(vji)
∂vji

)
(23)

The step indicated with a (*) is not an integral part of
the algorithm. We evaluate the MI estimate at each iteration
just to analyze the convergence behavior as a function of
iterations, but it is not a required step in the maximization
procedure. The algorithm currently runs for a fixed num-
ber of iterations. We set the iteration number to be 5000.
However, with an appropriate set of learning rates, it usu-
ally takes less then half that many rounds to arrive at the
optimal set of parameters. We could also halt the registra-
tion procedure if convergence were detected.

4.1. Registration results

We first present registration results obtained from controlled
experiments. High-quality, CT-derived DRR datasets of a
plastic pelvis, plastic skull, real skull, real head and plastic
lumbar spine were registered to their volumetric counter-
parts. The data specifications for the CT datasets are listed
in Table 1. The first column contains row, column, and slice
information in that order and the second column specifies
voxel dimensions(dx, dy, dz). Some of theobservedDRR
images corresponding to these settings are displayed in Fig-
ure 3.

CT Data Specifications:

plastic pelvis 265 x 455 x 107 [0.662109; 0.662109; 2.0]
plastic skull 188 x 128 x 105 [1.015620; 1.015620; 2.0]
plastic spine 512 x 512 x 103 [0.234375; 0.234375; 1.5]
real head 512 x 512 x 127 [0.488281; 0.488281; 1.0]
real skull 512 x 512 x 424 [0.447300; 0.447300; 0.5]

Table 1: CT Dataset Specifications.

(a) Real skull (b) Pelvis phantom

(c) Real head (d) Lumbar spine segment

Figure 3: Example DRRs from the Controlled Experiments.

Given the ground-truth pose parameterTGT , the capture
range of the algorithm with respect to a particular dataset is
established by finding the greatest perturbation of individual
components that could be reset by our application. In the
controlled experiments, we found that a displacement off-
set of 35-40 mm and rotation angle offset of 20-25 degrees
could generally be registered. The quality of the registration
results is determined by calculating anerror transformation,
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Terror, which is defined in

TGT = Terror ◦ Toutput.

REG DATA LEV de (mm) re (deg) TIME

Hi Pelvis sm0 0.5368 0.1071 3620
sm1 0.3170 0.1031 2422
sm2 1.4763 0.1576 1388
sm3 1.9451 0.2131 699

R. Skull sm0 0.8145 0.0869 4666
sm1 1.0348 0.1331 3553
sm2 11.5438 1.1923 2820

Pow Pelvis sm0 1.1164 0.1472 25358
sm1 2.9557 0.1495 4839
sm2 5.3905 0.3676 1478
sm3 13.6580 1.298 240

R. Skull sm1 2.7144 0.1432 13744
sm2 5.2431 0.4744 2583
sm3 10.9750 1.1474 561

Table 2: Registration results of the histogramming (Hi) and
the Powell (Pow) methods on controlled experiments of a
phantom pelvis and a real skull. Hierarchy levels (with de-
creasing resolution): sm0, sm1, sm2, sm3

Table 2 displays the average accuracy and running time
of a subset of our experiments after 12 runs. The same
experiments were run using the Powell and the newly in-
troduced histogramming optimization methods in order to
compare their performance. At the beginning of the exper-
iments, the rotation angle estimate was randomly perturbed
relative to the ground truth value in the range of(0◦, 20◦)
and the displacement estimates were offset by0 − 15 mm
in each direction. In the hierarchical framework, we down-
sampled and smoothed the input image volume by a fac-
tor of 2 at each level. The table entries display the aver-
age magnitude of the displacement component and of the
rotation angle of the registrationTerrors. As the resolu-
tion level increases, the error measures decrease resulting
in sub-volume accuracy at the resolution of the original in-
put. The table entries also show that the new method con-
verges quicker to the optimal solution as the running time
for the Powell method largely increases with each level of
resolution. (In the case of the non-gradient method, the ex-
periments were sometimes not even completed on the top
level of the pyramid as the running time became so high.)

We monitored the convergencebehavior of the alignment
procedure by displaying the MI-estimates and theTerror

components at each iteration. One such convergence plot is
demonstrated by Figure 4. This presents a real skull exper-
iment, where one of the translational components was per-
turbed by 35 mm. Although the MI curve nicely converges,

it is also quite noisy, which is explained by the fact that it is
only evaluated on a small-sized, random set of samples.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

10

20

30

40
MI registration; SKULL; z += 35 (mm)

displacement error (mm)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

0.02

0.04

0.06
rotation angle error (rad)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
200

300

400

500

600

iterations

MI estimate

Figure 4: Sample output from a controlled run of the algo-
rithm. Dataset: real skull; Initial displacement offset: 35
mm. Plots display the magnitude of displacement error, ro-
tation angle and the MI estimate at each iteration.

We carried out registration experiments with real fluoro
images as well. The same validation/accuracy measures as
the ones discussed with respect to the controlled datasets
however are not yet available. This is due to the fact that
ground-truth transformation measure could only be esti-
mated by manual registration. Therefore, in Figure 5, we
display one of the promising real fluoro experiments. The
input fluoro image pair is overlaid with the main edge con-
tours of the projection images created by both the initial and
final transformation estimates. We can see that while at the
outset of the algorithm the DRR outlines do not really fit
the edges in the fluoro acquisitions, the edges at the final
stage nicely match the fluoro boundaries. Qualitative evalu-
ation of the algorithm will be available as soon as data with
sufficient ground-truth information is obtained.

5. Conclusion

We have introduced a novel approach to MI-based 2D-3D
rigid-body registration. We improved the execution time
of the algorithm by estimating probability density functions
with sparse histogramming and by optimizing our similar-
ity function via a stochastic gradient ascent strategy. We
presented promising experimental results on accurately reg-
istering controlled datasets of real and plastic organs and
demonstrated fast convergence on fluoroscopy-CT images
of a real skull.
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(a) Initial Position

(b) Final Position

Figure 5: Biplanar Fluoro Images Overlaid with DRR Out-
lines in Initial (a) and Registered (b) Positions.
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