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Abstract. We present a linear programming-based method for finding “gadgets”, i.e., combi-
natorial structures reducing constraints of one optimization problem to constraints of another. A
key step in this method is a simple observation which limits the search space to a finite one. Using
this new method we present a number of new, computer-constructed gadgets for several different
reductions. This method also answers a question posed by Bellare, Goldreich and Sudan [2] of how
to prove the optimality of gadgets: LP duality gives such proofs.

The new gadgets, when combined with recent results of Hastad [9], improve the known inapprox-
imability results for MAX CUT and MAX DICUT, showing that approximating these problems to
within factors of 16/17 + € and 12/13 + € respectively is NP-hard, for every € > 0. Prior to this work,
the best known inapproximability thresholds for both problems was 71/72 [2]. Without using the
gadgets from this paper, the best possible hardness that would follow from [2, 9] is 18/19. We also
use the gadgets to obtain an improved approximation algorithm for MAX 3SAT which guarantees
an approximation ratio of .801. This improves upon the previous best bound (implicit from [8, 5])
of .7704.

Key words. Combinatorial optimization, Approximation algorithms, Reductions, Intractability,
NP-completeness, Probabilistic proof systems.
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1. Introduction. A “gadget” is a finite combinatorial structure which trans-
lates a given constraint of one optimization problem into a set of constraints of a
second optimization problem. A classical example is in the reduction from 3SAT to
MAX 2SAT, due to Garey, Johnson and Stockmeyer [6]. Given an instance of 3SAT
on variables Xi,...,X,, and with clauses C1,...,C),, the reduction creates an in-
stance of MAX 2SAT on the original or “primary” variables X;,..., X, along with
new or “auxiliary” variables Y!, ..., Y™, The clauses of the MAX 2SAT instance are
obtained by replacing each clause of length 3 in the 3SAT instance with a “gadget”, in
this case a collection of ten 2SAT clauses. For example the clause Cp, = X1V X5V X3
would be replaced with the following ten clauses on the variables X, X5, X3 and a
new auxiliary variable Y*:

Xl; XZ; X37 _'le_'X27 _'XZV_'X3; _'XBV_'Xla
YE X vaYk X, vavk X vy

The property satisfied by this gadget is that for any assignment to the primary vari-
ables, if clause C}, is satisfied, then 7 of the 10 new clauses can be satisfied by setting
Y'* appropriately; otherwise only 6 of the 10 are satisfiable. (Notice that the gadget
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associated with each clause C}, uses its own auxiliary variable Y* and thus Y* may
be set independently of the values of variables not appearing in C}’s gadget.) Using
this simple property of the gadget it is easy to see that the maximum number of
clauses satisfied in the MAX 2SAT instance by any assignment is 7m if and only if
the instance of 3SAT is satisfiable. This was used by [6] to prove the NP-hardness of
solving MAX 2SAT. We will revisit the 3SAT-to-2SAT reduction in Lemma 6.5.

Starting with the work of Karp [12], gadgets have played a fundamental role in
showing the hardness of optimization problems. They are the core of any reduction
between combinatorial problems, and they retain this role in the spate of new results
on the non-approximability of optimization problems.

Despite their importance, the construction of gadgets has always been a “black
art”, with no general methods of construction known. In fact, until recently no one
had even proposed a concrete definition of a gadget; Bellare, Goldreich and Sudan [2]
finally did so, with a view to quantifying the role of gadgets in non-approximability
results. Their definition is accompanied by a seemingly natural “cost” measure for
a gadget. The more “costly” the gadget, the weaker the reduction. However, firstly,
finding a gadget for a given reduction remained an ad hoc task. Secondly, it remained
hard to prove that a gadget’s cost was optimal.

This paper addresses these two issues. We show that for a large class of reductions,
the space of potential gadgets that need to be considered is actually finite. This
is not entirely trivial, and the proof depends on properties of the problem that is
being reduced to. However, the method is very general, and encompasses a large
number of problems. An immediate consequence of the finiteness of the space is the
existence of a search procedure to find an optimal gadget. But a naive search would be
impracticably slow, and search-based proofs of the optimality (or the non-existence)
of a gadget would be monstrously large.

Instead, we show how to express the search for a gadget as a linear program (LP)
whose constraints guarantee that the potential gadget is indeed valid, and whose
objective function is the cost of the gadget. Central to this step is the idea of work-
ing with weighted versions of optimization problems rather than unweighted ones.
(Weighted versions result in LPs, while unweighted versions would result in integer
programs, IPs.) This seemingly helps only in showing hardness of weighted optimiza-
tion problems, but a result due to Crescenzi, Silvestri and Trevisan [3] shows that
for a large class of optimization problems (including all the ones considered in this
paper), the weighted versions are exactly as hard with respect to approximation as the
unweighted ones. Therefore, working with a weighted version is as good as working
with an unweighted one.

The LP representation has many benefits. First, we are able to search for much
more complicated gadgets than is feasible manually. Second, we can use the theory
of LP duality to present short(er) proofs of optimality of gadgets and non-existence
of gadgets. Last, we can solve relaxed or constrained versions of the LP to obtain
upper and lower bounds on the cost of a gadget, which can be significantly quicker
than solving the actual LP. Being careful in the relaxing/constraining process (and
with a bit of luck) we can often get the bounds to match, thereby producing optimal
gadgets with even greater efficiency!

Armed with this tool for finding gadgets (and an RS/6000, OSL, and often
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APL2!), we examine some of the known gadgets and construct many new ones. (In
what follows we often talk of “gadgets reducing problem X to problem Y” when we
mean “gadgets used to construct a reduction from problem X to problem Y”.) Bel-
lare et al. [2] presented gadgets reducing the computation of a “verifier” for a PCP
(probabilistically checkable proof system) to several problems, including MAX 3SAT,
MAX 2SAT, and MAX CUT. We examine these in turn and show that the gadgets
in [2] for MAX 3SAT and MAX 2SAT are optimal, but their MAX CUT gadget is
not. We improve on the efficiency of the last, thereby improving on the factor to
which approximating MAX CUT can be shown to be NP-hard. We also construct a
new gadget for the MAX DICUT problem, thereby strengthening the known bound
on its hardness. Plugging our gadget into the reduction (specifically Lemma 4.15)
of [2], shows that approximating MAX CUT to within a factor of 60/61 is NP-hard,
as is approximating MAX DICUT to within a factor of 44/45.2 For both problems,
the hardness factor proved in [2] was 71/72. The PCP machinery of [2] has since
been improved by Hastad [9]. Our gadgets and Hastad’s result show that, for every
e > 0, approximating MAX CUT to within a factor of 16/17 + € is NP-hard, as is
approximating MAX DICUT to within a factor of 12/13 4+ €. Using Hastad’s result in
combination with the gadgets of [2] would have given a hardness factor of 18/19 + ¢
for both problems, for every € > 0.

Obtaining better reductions between problems can also yield improved approxi-
mation algorithms (if the reduction goes the right way!). We illustrate this point by
constructing a gadget reducing MAX 3SAT to MAX 2SAT. Using this new reduction
in combination with a technique of Goemans and Williamson [7, 8] and the state-of-
the-art .931-approximation algorithm for MAX 2SAT due to Feige and Goemans [5]
(which improves upon the previous .878-approximation algorithm of [8]), we obtain
a .801-approximation algorithm for MAX 3SAT. The best result that could be ob-
tained previously, by combining the technique of [7, 8] and the bound of [5], was .7704.
(The best previously published result is a .769-approximation algorithm, due to Ono,
Hirata, and Asano [14].)

Finally, our reductions have implications for probabilistically checkable proof sys-
tems. Let PCP, s[log, q] be the class of languages that admit membership proofs that
can be checked by a probabilistic verifier that uses a logarithmic number of random
bits, reads at most g bits of the proof, accepts correct proofs of strings in the language
with probability at least ¢, and accepts purported proofs of strings not in the lan-
guage with probability at most s. We show: first, for any € > 0, there exist constants
cand s, ¢/s > 10/9 — ¢, such that NP C PCP, ;[log, 2]; and second, for all ¢, s with
c/s > 2.7214, PCP, s[log,3] C P. The best bound for the former result obtainable
from [2, 9] is 22/21 — ¢; the best previous bound for the latter was 4 [16].

All the gadgets we use are computer-constructed. In the final section, we present
an example of a lower bound on the performance of a gadget. The bound is not
computer constructed and cannot be, by the nature of the problem. The bound still
relies on defining an LP that describes the optimal gadget, and extracting the lower

L Respectively, an IBM RiscSystem /6000 workstation, the IBM Optimization Subroutine Library,
which includes a linear programming package, and (not that we are partisan) IBM’s APL2 program-
ming language.

2 Approximation ratios in this paper for maximization problems are less than 1, and represent
the weight of the solution achievable by a polynomial time algorithm, divided by the weight of the
optimal solution. This matches the convention used in [18, 7, 8, 5] and is the reciprocal of the
measure used in [2].
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bound from the LP’s dual.

Subsequent work. Subsequent to the original presentation of this work [17], the
approximability results presented in this paper have been superseded. Karloff and
Zwick [10] present a 7/8-approximation algorithm for MAX 3SAT. This result is tight
unless NP=P [9]. The containment result PCP, s[log,3] C P has also been improved
by Zwick [19] and shown to hold for any c¢/s > 2. This result is also tight, again
by [9]. Finally, the gadget construction methods of this paper have found at least
two more applications. Hastad [9] and Zwick [19] use gadgets constructed by these
techniques to show hardness results for two problems they consider, MAX 2LIN and
MAX NAE3SAT respectively.

Version. An extended abstract of this paper appeared as [17]. This version cor-
rects some errors, pointed out by Karloff and Zwick [11], from the extended abstract.
This version also presents inapproximability results resting on the improved PCP
constructions of Hastad [9], while mentioning the results that could be obtained oth-
erwise.

Organization of this paper. The next section introduces precise definitions which
formalize the preceding outline. Section 3 presents the finiteness proof and the LP-
based search strategy. Section 4 contains negative (non-approximability) results and
the gadgets used to derive them. Section 5 briefly describes our computer system
for generating gadgets. Section 6 presents the positive result for approximating
MAX 3SAT. Section 7 presents proofs of optimality of the gadgets for some problems
and lower bounds on the costs of others. It includes a mix of computer-generated and
hand-generated lower bounds.

2. Definitions. We begin with some definitions we will need before giving the
definition of a gadget from [2]. In what follows, for any positive integer n, let [n]
denote the set {1,...,n}.

DEeFINITION 2.1. A (k-ary) constraint function is a boolean function f :
{0,1}* — {0,1}. We refer to k as the arity of a k-ary constraint function f. When
it is applied to variables Xi,..., X} (see the following definitions) the function f is
thought of as imposing the constraint f(Xi,...,X;) = 1.

DEFINITION 2.2. A constraint family F is a collection of constraint functions.
The arity of F is the mazimum of the arity of the constraint functions in F.

DEFINITION 2.3. A constraint C over a variable set Xy,...,X,, is a pair C =
(f, (i1, ..., i) where f: {0,1}* — {0,1} is a constraint function and iy, ..., i) are
distinct members of [n]. The constraint C is said to be satisfied by an assignment

. . def
a@d=ai,...a, to X1,...,X, if Clay,...,a,) = f(ai,...,a;) = 1. We say that

constraint C' is from F if f € F.

Constraint functions, constraint families and constraints are of interest due to
their defining role in a variety of NP optimization problems.

DEFINITION 2.4. For a finitely specified constraint family F, MAX F is the
optimization problem given by:

INPUT: An instance consisting of m constraints Cy,...,Cy,, on n Boolean variables
X1,...,X,, with non-negative real weights w1, ..., wy,. (An instance is thus a triple
(X,C,d).)

GoAL: Find an assignment b to the variables X which mazimizes the weight
Z;n:l w;C;(b) of satisfied constraints.
Constraint functions, families and the class {MAX F | F} allow descriptions of
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optimization problems and reductions in a uniform manner. For example, if F =
25AT is the constraint family consisting of all constraint functions of arity at most
2 that can be expressed as the disjunction of up to 2 literals, then MAX 2SAT is
the corresponding MAX F problem. Similarly MAX 3SAT is the MAX F problem
defined using the constraint family F = 3SAT consisting of all constraint functions of
arity up to 3 that can be expressed as the disjunction of up to 3 literals.

One of the motivations for this work is to understand the “approximability” of
many central optimization problems that can be expressed as MAX F problems,
including MAX 2SAT and MAX 3SAT. For 8 € [0,1], an algorithm A is said
to be a f-approximation algorithm for the MAX F problem, if on every instance
(X C, &) of MAX F with n variables and m constraints, A outputs an assignment

a s.t. Z; Lw;Ci(@) > Bmaxb{zj Lw;Cj(b b)}. We say that the problem MAX F
is S-approximable if there exists a polynomzal time-bounded algorithm A that is a
B-approximation algorithm for MAX F. We say that MAX F is hard to approxi-
mate to within a factor 8 (8-inapproximable), if the existence of a polynomial time
B-approximation algorithm for MAX F implies NP=P.

Recent research has yielded a number of new approximability results for several
MAX F problems (cf. [7, 8]) and a number of new results yielding hardness of ap-
proximations (cf. [2, 9]). One of our goals is to construct efficient reductions between
MAX F problems that allow us to translate “approximability” and “inapproximabil-
ity” results. As we saw in the opening example such reductions may be constructed by
constructing “gadgets” reducing one constraint family to another. More specifically,
the example shows how a reduction from 3SAT to 2SAT results from the availability,
for every constraint function f in the family 3SAT, of a gadget reducing f to the
family 2SAT. This notion of a gadget reducing a constraint function f to a constraint
family F is formalized in the following definition.

DEFINITION 2.5 (Gadget [2]). For a € RY, a constraint function f : {0,1}F —
{0,1}, and a constraint family F: an a-gadget (or “gadget with performance a”)

reducing f to F is a set of variables Y1,...,Y,, a finite collection of real weights
w; > 0, and associated constraints C; from F over primary variables X, ..., X}
and auxiliary variables Y1, ...,Y,, with the property that, for boolean assignments
atoXy,...,Xp and b toYy,...,Y,, the following are satisfied:
(2.1) (V@ : f(@) = 1) (Vb) : Zw] C;(@,b) < a,
(2.2) (v : f(a@) =1) (3b) : ijcj(a, b) =a,

J
(2.3) (Va: f(@) =0) (Vb): Y w;C;(a@,b) < a—1.

J

The gadget is strict if, in addition,

(2.4) (Va: (@) =0)(3b): Y w;C;(db)=a-1.
J

We use the shorthand notation I' = ()7, é, W) to denote the gadget described above.

It is straightforward to verify that the introductory example yields a strict 7-
gadget reducing the constraint function f(X;, X5, X3) = X1VX2V X3 to the family
25AT.
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Observe that an a-gadget I' = (Y, C, @) can be converted into an o' > o gadget
by “rescaling”, i.e., multiplying every entry of the weight vector & by o'/« (although
strictness is not preserved). This indicates that a “strong” gadget is one with a
small «; in the extreme, a 1-gadget would be the “optimal” gadget. This intuition
will be confirmed in the role played by gadgets in the construction of reductions.
Before describing this, we first list the constraints and constraint families that are of
interest to us.

For convenience we now give a comprehensive list of all the constraints and con-
straint families used in this paper.

DEFINITION 2.6.

e Parity check (PC) is the constraint family {PCy,PCi}, where, for i €
{0,1}, PC; is defined as follows:

|1 fadb®c=1
PCi(a,b,c) = { 0 otherwise.

Henceforth we will simply use terms such as MAX PC to denote the optimization
problem MAX F where F = PC. MAX PC (referred to as MAX 3LIN in [9]) is the
source of all our inapproximability results.

e For any k > 1, Ezactly-k-SAT (ELSAT) is the constraint family {f :
{0,1}% — {0,1} : |{@ : (@) = 0}| = 1}, that is, the set of k-ary disjunctive
constraints.

e Forany k > 1, kSAT is the constraint family Ule[k] EISAT.

e SAT is the constraint family | J,~, EISAT.

The problems MAX 3SAT, MAX 2SAT, and MAX SAT are by now classical opti-
mization problems. They were considered originally in [6]; subsequently their central
role in approximation was highlighted in [15]; and recently, novel approximation algo-
rithms were developed in [7, 8, 5]. The associated families are typically the targets of
gadget constructions in this paper. Shortly, we will describe a lemma which connects
the inapproximability of MAX F to the existence of gadgets reducing PCy and PC;
to F. This method has so far yielded in several cases tight, and in other cases the
best known, inapproximability results for MAX F problems.

In addition to 3SAT’s use as a target, its members are also used as sources; gadgets
reducing members of MAX 3SAT to MAX 2SAT help give an improved MAX 3SAT
approximation algorithm.

e 3-Conjgunctive SAT (3ConjSAT) is the constraint family { fooo, f100, f110, f111},
where:

1. fooo(a,b,c) =aAbAc.

2. foor(a,b,¢c) =aAbA-c

3. fori(a,b,c) =aA-bA-c

4. fir1(a,b,c) =—a A=bA—c
Members of 3ConjSAT are sources in gadgets reducing them to 2SAT. These gadgets
enable a better approximation algorithm for the MAX 3ConjSAT problem, which in
turn sheds light on the the class PCP, ;[log, 3].

e CUT: {0,1}% — {0, 1} is the constraint function given by CUT(a,b) = a®b.
CUT/0 is the family of constraints {CUT, T}, where T(a) = 0@ a = a.
CUT/1 is the family of constraints {CUT,F}, where F(a) =1® a = —a.
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MAX CUT is again a classical optimization problem. It has attracted attention due
to the recent result of Goemans and Williamson [8] providing a .878-approximation
algorithm. An observation from Bellare et al. [2] shows that the approximability of
MAX CUT/0, MAX CUT/1, and MAX CUT are all identical; this is also formalized
in Proposition 4.1 below. Hence MAX CUT/0 becomes the target of gadget con-
structions in this paper, allowing us to get inapproximability results for these three
problems.
e DICUT: {0,1}*> — {0,1} is the constraint function given by DICUT (a,b) =
—a Ab.
MAX DICUT is another optimization problem to which the algorithmic results of
[8, 5] apply. Gadgets whose target is DICUT will enable us to get inapproximability
results for MAX DICUT.
e 2CSP is the constraint family consisting of all 16 binary functions, i.e. 2CSP =
{7:{0,1)2 > {0,1}}.
MAX 2CSP was considered in [5], which gives a .859-approximation algorithm; here
we provide inapproximability results.
¢ Respect of monomial basis check (RMBC) is the constraint family {RMBC;;i, j €
{0,1}}, where

1 ifa=0andb=cdi
RMBC;j(a,b,e,d) =< 1 ifa=1landb=dadj
0 otherwise.

RMBCyy may be thought of as the test (c,d)[a] L b, RMBCy; as the test
(¢, ~d)[d] < b, RMBCyo as the test (me, d)[a] < b and RMBCy; as the test

(=, ~d)|a] < b, where the notation (v1,...,0,)[i] refers to the i + 1’st coordi-

nate of the vector (vy,...,v,).
Our original interest in RMBC came from the work of Bellare et al. [2] which derived
hardness results for MAX F using gadgets reducing every constraint function in PC
and RMBC to F. This work has been effectively superseded by Hastad’s [9] which
only requires gadgets reducing members of PC to F. However we retain some of
the discussion regarding gadgets with RMBC functions as a source, since these con-
structions were significantly more challenging, and some of the techniques applied to
overcome the challenges may be applicable in other gadget constructions. A summary
of all the gadgets we found, with their performances and lower bounds, is given in
Table 1.

We now put forth a theorem, essentially from [2] (and obtainable as a general-
ization of its Lemmas 4.7 and 4.15), that relates the existence of gadgets with F as
target, to the hardness of approximating MAX F. Since we will not be using this
theorem, except as a motivation for studying the family RMBC, we do not prove it
here.

THEOREM 2.7. For any family F, if there exists an aq-gadget reducing every
function in PC to F and an as-gadget reducing every function in RMBC to F, then
for any e > 0, MAX F is hard to approximate to within 1 — ﬁ +e.

In this paper we will use the following, stronger, result by Hastad.

THEOREM 2.8. [9] For any family F, if there exists an ag-gadget reducing PCy
to F and an a;-gadget reducing PCy to F, then for any € > 0, MAX F is hard to

approximate to within 1 — aoial +e.
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| source f —» target F || previous « | our ¢ | lower bound |

3SAT — 2S5AT 7135 3.9
3ConjSAT —» 2SAT(}) 4 4
PC — 3SAT 4 4
PC — 2SAT 11 11
PC — 2CSP 1115 )
PCy — CUT/0 10 | 8 8
PCy — DICUT 6.5 6.5
PC, — CUT/0 9 9
PC, — DICUT 6.5 6.5
RMBC — 2CSP 1115 )
RMBC — 3SAT 4 4
RMBC — 2SAT 11 11
RMBCyy — CUT/0 1118 8
RMBCyy — DICUT 6 6
RMBCy; — CUT/0 12 | 8 8
RMBCy; — DICUT 6.5 6.5
RMBC;y — CUT/0 1219 9
RMBC;9y — DICUT 6.5 6.5
RMBC;; — CUT/0 1219 9

TABLE 2.1
All gadgets described are provably optimal, and strict. The sole exception (1) is the best possible
strict gadget; there is a non-strict 3-gadget. All “previous” results quoted are interpretations of the
results in [2], except the gadget reducing 3SAT to 25SAT, which is due to [6], and the gadget reducing
PC to 3SAT, which is folklore.

Thus, using CUT/0, DICUT, 2CSP, EESAT and kSAT as the target of gadget con-
structions from PCy and PCy, we can show the hardness of MAX CUT, MAX DICUT,
MAX 2CSP, MAX EkSAT and MAX EkSAT respectively. Furthermore, minimizing
the value of a in the gadgets gives better hardness results.

3. The Basic Procedure. The key aspect of making the gadget search spaces
finite is to limit the number of auxiliary variables, by showing that duplicates (in a
sense to be clarified) can be eliminated by means of proper substitutions. In general,
this is possible if the target of the reduction is a “hereditary” family as defined below.

DErFINITION 3.1. A constraint family F is hereditary if for any f € F of
arity k, and any two indices i,j € [k], the function f when restricted to X; = X
and considered as a function of k — 1 variables, is identical (up to the order of the
arguments) to some other function f' € FU{0,1} (where 0 and I denote the constant
functions).

DEFINITION 3.2. A family F is complementation-closed if it is hereditary
and, for any f € F of arity k, and any index i € [k], the function f' given by
Xy, Xe) = (X, 0, Xioe, X5, X, - -+, Xi) s contained in F.

DEFINITION 3.3 (Partial Gadget). For a € RT, S C {0,1}*, a constraint func-
tion f : {0,1}* — {0,1}, and a constraint family F: an S-partial a-gadget (or
“S-partial gadget with performance a”) reducing f to F is a finite collection of con-
straints C1, ..., Cy, from F over primary variables X1, ..., Xy and finitely many auz-
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iliary variables Y1,...,Yy, and a collection of non-negative real weights wy, ..., wy,,
with the property that, for boolean assignments @ to Xi,...,Xg and b to Y1,...,Y,,
the following are satisfied:

(31) (YA€ {0,1}": f(@) =1) (Vb€ {0,1}") : gwﬂj(ﬁ, b) < a,
(3.2) (Vae S: f(@=1) 3be{0,1}"): gchj(a, b) = a,
(3.3) (V@ € {0,1}* : f(@) = 0) (Vb € {0,1}") : ijchj(a, b) <a—1.
(3.4) (Vae S: f(@=0)(3be{0,1}"): ichj(a, b) =a—1.

We wuse the shorthand notation I' = ()7, C_", W) to denote the partial gadget.

The following proposition follows immediately from the definitions of a gadget
and a partial gadget.

PROPOSITION 3.4. For a constraint function f : {0,1}* — {0,1}, let S; = {d@ €
{0,1}* : f(@) = 1} and let So = {0,1}*. Then for every a € R and constraint
family F:

1. An S;-partial a-gadget reducing f to F is an a-gadget reducing f to F.
2. An Ss-partial a-gadget reducing f to F is a strict a-gadget reducing f to F.

DEFINITION 3.5. For a > 1 and S C {0,1}*, let T = ()7,6_", W) be an S-partial
a-gadget reducing a constraint f : {0,1}* — {0,1} to a constraint family F. We say
that the function b: S — {0,1}™ is a witness for the partial gadget, witnessing the
set S, if b(@) satisfies equations (3.2) and (3.4). Specifically:

(VaeS: f(@=1): Y w;C;@bd)=a, and

=1

(VieS: f(@=0): ijcj(a,b(a)) =a—1.

The witness function can also be represented as an |S| x (k + n)-matriz W}, whose
rows are the vectors (@, b(@)). Notice that the columns of the matriz correspond to the
variables of the gadget, with the first k columns corresponding to primary variables,
and the last n corresponding to auziliary variables. In what follows we shall often
prefer the matriz notation.

DEFINITION 3.6. For a set S C {0,1}* let Mg be the matriz whose rows are
the vectors @ € S, let kg be the number of distinct columns in Mg, and let kg be
the number of columns in Mg distinct up to complementation. Given a constraint f
of arity k and a hereditary constraint family F that is not complementation-closed,
an (S, f,F)-canonical witness matriz (for an S-partial gadget reducing f to F)
is the |S| x (215! + k — k%) matric W whose first k columns correspond to the k
primary variables and whose remaining columns are all possible column vectors that
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are distinct from one another and from the columns corresponding to the primary
variables. If F is complementation-closed, then a canonical witness matriz is the
IS| x (215171 + k — k%) matriz W whose first k columns correspond to the k primary
variables and whose remaining columns are all possible column vectors that are distinct
up to complementation from one another and from the columns corresponding to the
primary variables.

The following lemma is the crux of this paper and establishes that the optimal
gadget reducing a constraint function f to a hereditary family F is finite. To motivate
the lemma, we first present an example, due to Karloff and Zwick [11], showing that
this need not hold if the family F is not hereditary. Their counterexample has f(a) = a
and F = {PC;}. Using k auxiliary variables, Y71,...,Y%, one may construct a gadget
for the constraint X, using the constraints X ® Y; @ Y;, 1 < i < j < k, with each
constraint having the same weight. For an appropriate choice of this weight it may
be verified that this yields a (2 — 2/k)-gadget for even k; thus the performance tends
to 2 in the limit. On the other hand it can be shown that any gadget with k& auxiliary
variables has performance at most 2 — 2! =*; thus no finite gadget achieves the limit.
It is clear that for this example the lack of hereditariness is critical: any hereditary
family containing PC; would also contain f, providing a trivial 1-gadget.

To see why the hereditary property helps in general, consider an a-gadget I'
reducing f to F, and let W be a witness matrix for I'. Suppose two columns of W,
corresponding to auxiliary variables Y7 and Y5 of I, are identical. Then we claim that
I' does not really need the variable Y5. In every constraint containing Y5, replace it
with Y7, to yield a new collection of weighted constraints. By the hereditary property
of F, all the resulting constraints are from F. And, the resulting instance satisfies
all the properties of an a-gadget. (The universal properties follow trivially, while
the existential properties follow from the fact that in the witness matrix Y; and Y5
have the same assignment.) Thus this collection of constraints forms a gadget with
fewer variables and performance at least as good. The finiteness follows from the
fact a witness matrix with distinct columns has a bounded number of columns. The
following lemma formalizes this argument. In addition it also describes the canonical
witness matrix for an optimal gadget — something that will be of use later.

LEMMA 3.7. For a > 1, set S C {0,1}*, constraint f : {0,1}F — {0,1} and
hereditary constraint family F, if there exists an S-partial a-gadget I' reducing f to
F, with witness matriz W, then for any (S, f, F)-canonical witness matriz W', and
some o < a, there exists an o'-gadget T reducing f to F, with W' as a witness
matrix.

Proof. We first consider the case where F is not complementation-closed. Let
I = (}7,5, W) be an S-partial a-gadget reducing f to F and let W be a witness
matrix for . We create a gadget I with n' = 2/ — k' auxiliary variables Y7,. .., Y,
one associated with each column of the matrix W' other than the first k.

With each variable Y; of I' we associate a variable Z such that the column corre-
sponding to Y; in W is the same as the column corresponding to Z in W'. Notice that

Z may be one of the primary variables Xi,..., X} or one of the auxiliary variables
Y/,...,Y],. By definition of a canonical witness, such a column and hence variable Z
does exist.

Now for every constraint C; on variables Y;,...,Y; in I' with weight w;, we

introduce the constraint C; on variables Y cen z’, in I'" with weight w; where Y’

is the variable associated with Y;,. Notice that in this process the variables involved



GADGETS, APPROXIMATION, AND LINEAR PROGRAMMING 11

with a constraint do not necessarily remain distinct. This is where the hereditary
property of F is used to ensure that a constraint C; € F, when applied to a tuple
of non-distinct variables, remains a constraint in F. In the process we may arrive
at some constraints which are either always satisfied or never satisfied. For the time
being, we assume that the constraints 0 and 1 are contained in F, so this occurrence
does not cause a problem. Later we show how this assumption is removed.

This completes the description of I''. To verify that I is indeed an S-partial
a-gadget, we notice that the universal constraints (conditions (3.1) and (3.3) in Def-
inition 3.3) are trivially satisfied, since I"" is obtained from I' by renaming some vari-
ables and possibly identifying some others. To see that the existential constraints
(conditions (3.2) and (3.4) in Definition 3.3) are satisfied, notice that the assignments
to the variables Y that witness these conditions in I' are allowable assignments to
the corresponding variables in V' and in fact this is what dictated our association of
variables in Y to the variables in Y. Thus I" is indeed an S-partial a-gadget reducing
f to F, and, by construction, has W' as a witness matrix.

Last, we remove the assumption that I'" must include constraints 0 and 1. Any
constraints 0 can be safely thrown out of the gadget without changing any of the pa-
rameters, since such constraints are never satisfied. On the other hand, constraints 1
do affect a.. If we throw away a 1 constraint of weight w;, this reduces the total weight
of satisfied clauses in every assignment by w;. Throwing away all such constraints
reduces a by the total weight of the 1 constraints, producing a gadget of (improved)
performance o < a.

Finally, we describe the modifications required to handle the case where F is
complementation-closed (in which case the definition of a canonical witness changes).
Here, for each variable Y; and its associated column of W, either there is an equal
column in W', in which case we replace Y; with the column’s associated variable
Y;, or there is a complementary column in W', in which case we replace Y; with
the negation of the column’s associated variable, =Y}/, The rest of the construction
proceeds as above, and the proof of correctness is the same. 0
It is an immediate consequence of Lemma 3.7 that an optimum gadget reducing a
constraint function to a hereditary family does not need to use more than an explicitly
bounded number of auxiliary variable.

COROLLARY 3.8. Let f be a constraint function of arity k with s satisfying
assignments. Let F be a constraint family and o > 1 be such that there exists an
a-gadget reducing f to F.

1. If F is hereditary then there exists an o'-gadget with at most 2° — k' auziliary
variables reducing f to F, where o' < «, and k' is the number of distinct
variables among the satisfying assignments of f.

2. If F is complementation-closed then there exists an o -gadget with at most
251 — k" quziliary variables reducing f to F, for some o/ < a, where k" is
the number of distinct variables, up to complementation, among the satisfying
assignments of f.

COROLLARY 3.9. Let f be a constraint function of arity k. Let F be a constraint
family and a > 1 be such that there exists a strict a-gadget reducing f to F.

1. If F is hereditary then there exists a strict o/ -gadget with at most 22" _ &
auziliary variables reducing f to F, for some o' < a.

2. If F is complementation-closed then there exists a strict o' -gadget with at
most 22"~ — k auziliary variables reducing f to F, for some o < a.
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We will now show how to cast the search for an optimum gadget as a linear program-
ming problem.
DEFINITION 3.10. For a constraint function f of arity k, constraint family F,
and s x (k+mn) witness matrizc M, LP(f, F, M) is a linear program defined as follows:
o Let Cy,...,Cy, be all the possible distinct constraints that arise from applying
a constraint function from F to a set of n + k Boolean variables. Thus for
every j, C; : {0,1}kt" — {0,1}. The LP variables are wy, ..., wn,, where w;
corresponds to the weight of the constraint C;. Additionally the LP has one
more variable «.
o Let S C {0,1}* and b : S — {0,1}" be such that M = W, (i.e., M is the
witness matrix corresponding to the witness function b for the set S). The
LP inequalities correspond to the definition of an S-partial gadget.

(3.5) (Vae {0,1}F: f(@ =1) (vbe {0,1}") : ichj(a, b) < a,

(3.6) (VvaeS: f(a Zw] (@,b(d)) = «a,
(3.7) (Va e {0,1}*: f(@) = 0) (Vb € {0,1}") Zw] ab)<a-1,
(3.8) (Vaes: f(a ij =a—1

Finally the LP has the inequalities w; > 0.

e The objective of the LP is to minimize «.

ProposiTiON 3.11. For any constraint function f of arity k, constraint family
F, and s x (k + n) witness matriz M witnessing the set S C {0,1}*, if there ewists
an S-partial gadget reducing f to F with witness matriz M, then LP(f,F, M) finds
such a gadget with the minimum possible «.

Proof. The LP-generated gadget consists of k£ primary variables X, ..., X} cor-
responding to the first k columns of M; n auxiliary variables Y7, ...,Y,, corresponding
to the remaining n columns of M; constraints C1, ..., C), as defined in Definition 3.10;
and weights wq, . .., wy, as returned by LP(f, F, M). By construction the LP solution
returns the minimum possible « for which an S-partial a-gadget reducing f to F with
witness M exists. O

THEOREM 3.12 (Main). Let f be a constraint function of arity k with s satisfying
assignments. Let k' be the number of distinct variables of f and k" be the number
of distinct variables up to complementation. Let F be a hereditary constraint family
with functions of arity at most I. Then:

o [fthere exists an a-gadget reducing f to F, then there exists such a gadget with
at most v auziliary variables, where v = 251 — k" if F is complementation-
closed and v = 2% — k' otherwise.

o If there exists a strict a-gadget reducing f to F then there exists such a
gadget with at most v auziliary variables, where v = 22 =1 _ if F is
complementation-closed and v = 22" _ k' otherwise.

Furthermore such a gadget with smallest performance can be found by solving a linear
program with at most |F| x (v + k)! variables and 2'** constraints.
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Remark: The sizes given above are upper bounds. In specific instances, the sizes
may be much smaller. In particular, if the constraints of F exhibit symmetries, or
are not all of the same arity, then the number of variables of the linear program will
be much smaller.

Proof. By Proposition 3.11 and Lemma 3.7, we have that LP(f, F, Ws) yields
an optimal S-partial gadget if one exists. By Proposition 3.4 the setting S = 51 =
{@|f(@) = 1} gives a gadget, and the setting S = S = {0,1}* gives a strict gadget.
Corollaries 3.8 and 3.9 give the required bound on the number of auxiliary variables;
and the size of the LP then follows from the definition. O

To conclude this section, we mention some (obvious) facts that become relevant
when searching for large gadgets. First, if S’ C S, then the performance of an S'-
partial gadget reducing f to F is also a lower bound on the performance of an S-partial
gadget reducing f to F. The advantage here is that the search for an S’-partial gadget
may be much faster. Similarly, to get upper bounds on the performance of an S-partial
gadget, one may use other witness matrices for S (rather than the canonical one); in
particular ones with (many) fewer columns. This corresponds to making a choice of
auxiliary variables not to be used in such a gadget.

4, Improved Negative Results.

4.1. MAX CUT. We begin by showing an improved hardness result for the
MAX CUT problem. It is not difficult to see that no gadget per Definition 2.5 can
reduce any member of PC to CUT: for any setting of the variables which satisfies
equation (2.2), the complementary setting has the opposite parity (so that it must be
subject to inequality (2.3)), but the values of all the CUT constraints are unchanged,
so that the gadget’s value is still «, violating (2.3). Following [2], we use instead the
fact that MAX CUT and MAX CUT/0 are equivalent with respect to approximation
as shown below.

PROPOSITION 4.1. MAX CUT is equivalent to MAX CUT /0. Specifically, given
an instance T of either problem, we can create an an instance I' of the other with the
same optimum and with the feature that an assignment satisfying constraints of total
weight W to the latter can be transformed into an assignment satisfying constraints
of the same total weight in T.

Proof. The reduction from MAX CUT to MAX CUT/0 is trivial, since the family
CUT/0 contains CUT; and thus the identity map provides the required reduction.

In the reverse direction, given an instance X,é, @) of MAX CUT/0 with n
variables and m clauses, we create an instance (X', C_'",u')') of MAX CUT with n + 1
variables and m clauses. The variables are simply the variables X with one additional
variable called 0. The constraints of C' are transformed as follows. If the constraint
is a CUT constraint on variables X; and Xj it is retained as is. If the constraint is
T(X;) it is replaced with the constraint CUT(X;,0). Given a assignment @ to the
vector X' , notice that its complement also satisfies the same number of constraints
in Z'. We pick the one among the two that sets the variable 0 to 0, and then observe
that the induced assignment to X satisfies the corresponding clauses of Z. 0

Thus we can look for reductions to CUT/0. Notice that the CUT/0 constraint
family is hereditary, since identifying the two variables in a CUT constraint yields the
constant function 0. Thus by Theorem 3.12, if there is an a-gadget reducing PCy to
CUT/0, then there is an a-gadget with at most 13 auxiliary variables (16 variables
in all). Only (126) = 120 CUT constraints are possible on 16 variables. Since we only
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X2

X1

Fic. 4.1. 8-gadget reducing PCo to CUT. FEvery edge has weight .5. The auziliary variable
which is always 0 is labelled 0.

need to consider the cases when Y; = 0, we can construct a linear program as above
with 216-1 4+ 4 = 32,772 constraints to find the optimal a-gadget reducing PCy to
CUT/0. A linear program of the same size can similarly be constructed to find a
gadget reducing PC; to CUT/0.

LEMMA 4.2. There exists an 8-gadget reducing PCy to CUT/0, and it is optimal

and strict.
We show the resulting gadget in Figure 4.1 as a graph. The primary variables are
labelled x1,x> and x3, while 0 is a special variable. The unlabelled vertices are
auxiliary variables. Each constraint of non-zero weight is shown as an edge. An edge
between the vertex 0 and some vertex = corresponds to the constraint T'(z). Any
other edge between x and y represents the constraint CUT(z,y). Note that some of
the 13 possible auxiliary variables do not appear in any positive weight constraint and
thus are omitted from the graph. All non-zero weight constraints have weight .5.

By the same methodology, we can prove the following.

LEMMA 4.3. There exists a 9-gadget reducing PCy to CUT/0, and it is optimal
and strict.

The gadget is similar to the previous one, but the old vertex 0 is renamed Z, and
a new vertex labelled 0 is joined to Z by an edge of weight 1.

The two lemmas along with Proposition 4.1 above imply the following theorem.

THEOREM 4.4. For every € > 0, MAX CUT is hard to approximate to within
16/17 + €.

Proof. Combining Theorem 2.8 with Lemmas 4.2 and 4.3 we find that MAX CUT/0
is hard to approximate to within 16/17 + €. The theorem then follows from Proposi-
tion 4.1. O

RMBC gadgets. Finding RMBC gadgets was more difficult. We discuss this
point since it leads to ideas that can be applied in general when finding large gad-
gets. Indeed, it turned out that we couldn’t exactly apply the technique above
to find an optimal gadget reducing, say, RMBCqy to CUT/0. (Recall that the
RMBCqg(aq, az,as,as) is the function (as,a4)[a:] z as.) Since there are 8 satisfying
assignments to the 4 variables of the RMBCy constraint, by Theorem 3.12, we would
need to consider 2% — 4 = 252 auxiliary variables, leading to a linear program with
2252 4 8 constraints, which is somewhat beyond the capacity of current computing
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machines. To overcome this difficulty, we observed that for the RMBCyg function, the
value of a4 is irrelevant when a; = 0 and the value of a3 is irrelevant when a; = 1. This
led us to try only restricted witness functions for which 5(0, as,as,0) = _'(0, as,as,1)
and 5(1, as,0,a4) = 5(1, as,1,a4) (dropping from the witness matrix columns violat-
ing the above conditions), even though it is not evident a priori that a gadget with
a witness function of this form exists. The number of distinct variable columns that
such a witness matrix can have is at most 16. Excluding auxiliary variables identical
to ay or az, we considered gadgets with at most 14 auxiliary variables. We then cre-
ated a linear program with (') = 153 variables and 2'*~! + 8 = 131,080 constraints.
The result of the linear program was that there exists an 8-gadget with constant 0
reducing RMBCyo to CUT, and that it is strict. Since we used a restricted witness
function, the linear program does not prove that this gadget is optimal.

However, lower bounds can be established through construction of optimal S-
partial gadgets. If S is a subset of the set of satisfying assignments of RMBCyg, then
its defining equalities and inequalities (see Definition 3.3) are a subset of those for a
gadget, and thus the performance of the partial gadget is a lower bound for that of a
true gadget.

In fact, we have always been lucky with the latter technique, in that some choice
of the set S has always yielded a lower bound and a matching gadget. In particular,
for reductions from RMBC to CUT, we have the following result.

THEOREM 4.5. There is an 8-gadget reducing RMBCqyo to CUT/0, and it is
optimal and strict; there is an 8-gadget reducing RMBCy, to CUT/0, and it is optimal
and strict; there is a 9-gadget reducing RMBCyo to CUT/0, and it is optimal and
strict; and there is a 9-gadget reducing RMBCyy to CUT/0, and it is optimal and
strict.

Proof. In each case, for some set S of satisfying assignments, an optimal S-
partial gadget also happens to be a true gadget, and strict. In the same notation as
in Definition 2.6, the appropriate sets S of 4-tuples (a, b, ¢, d) are: for RMBCyp, S =
{0001,1101,0110, 1010}; for RMBCy;, S = {0000, 1100,0111,1011}; for RMBC,y,
S = {0100, 1000,0011,1111}; and for RMBC;,, S = {0101, 1001,0010,1110}. O

4.2. MAX DICUT. As in the previous subsection, we observe that if there
exists an a-gadget reducing an element of PC to DICUT, there exists an a-gadget with
13 auxiliary variables. This leads to linear programs with 16-15 variables (one for each
possible DICUT constraint, corresponding to a directed edge) and 216 + 4 = 65,540
linear constraints. The solution to the linear programs gives the following.

LeEMMA 4.6. There exist 6.5-gadgets reducing PCy and PCy to DICUT, and they
are optimal and strict.

The PCy gadget is shown in Figure 4.2. Again x;, 2 and z3 refer to the primary
variable and an edge from x to y represents the constraint —xAb. The PC; gadget is
similar, but has all edges reversed.

THEOREM 4.7. For every e > 0, MAX DICUT is hard to approrimate to within
12/13 + ¢.

RMBC gadgets. As with the reductions to CUT/0, reductions from the RMBC
family members to DICUT can be done by constructing optimal S-partial gadgets,
and again (with fortuitous choices of S) these turn out to be true gadgets, and strict.

THEOREM 4.8. There is a 6-gadget reducing RMBCyo to DICUT, and it is
optimal and strict; there is a 6.5-gadget reducing RMBCyy to DICUT, and it is optimal
and strict; there is a 6.5-gadget reducing RMBCyo to DICUT, and it is optimal and
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FiG. 4.2. 8-gadget reducing PCp to DICUT. Edges have weight 1 except when marked otherwise.

strict; and there is a 7-gadget reducing RMBCy, to DICUT, and it is optimal and
strict.

Proof. Using, case by case, the same sets S as in the proof of Theorem 4.5, again
yields in each case an optimal S-partial gadget that also happens to be a true, strict
gadget. O

4.3. MAX 2-CSP. For reducing an element of PC to the 2CSP family we need
consider only 4 auxiliary variables, for a total of 7 variables. There are two non-
constant functions on a single variable, and twelve non-constant functions on pairs of
variables, so that there are 2-7+12- (Z) = 266 functions to consider overall. We can
again set up a linear program with a variable per function and 27 + 4 = 132 linear
constraints. We obtain the following.

LeMMA 4.9. There exist 5-gadgets reducing PCy and PCy to 2CSP, and they are
optimal and strict.

The gadget reducing PCy to 2CSP is the following;:

X1 AY, XiAYy, X3 AY;, X AY,
XoAY:, —XoAYs, XoANYs, X3 AYy,
Xy AYy,  XsA-Ys, XyA-Ys, —XsA-Yi.

The gadget reducing PC; to 2CSP can be obtained from this one by complementing
all the occurrences of X .

THEOREM 4.10. For every € > 0, MAX 2CSP is hard to approximate to within
9/10 + e.

MAX 2CSP can be approximated within .859 [5]. The above theorem has im-
plications for probabilistically checkable proofs. Reversing the well-known reduction
from constraint satisfaction problems to probabilistically checkable proofs (cf. [1])?,
Theorem 4.10 yields the following theorem.

THEOREM 4.11. For any € > 0, constants ¢ and s exist such that NP C
PCP. s[log,2] and ¢/s > 10/9 —¢.

The previously known gap between the completeness and soundness achievable reading
two bits was 74/73 [2]. It would be 22/21 — € using Hastad’s result [9] in combination

3The reverse connection is by now a folklore result and may be proved along the lines of [2,
Proposition 10.3, Part (3)].
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with the argument of [2]. Actually the reduction from constraint satisfaction problems
to probabilistically checkable proofs is reversible, and this will be important in Section

7.

RMBC gadgets. THEOREM 4.12. For each element of RMBC, there is a 5-gadget
reducing it to 2CSP, and it is optimal and strict.

Proof. Using the same selected assignments as in Theorems 4.5 and 4.8 again
yields lower bounds and matching strict gadgets. O

5. Interlude: Methodology. Despite their seeming variety, all the gadgets in
this paper were computed using a single program (in the language APL2) to generate
an LP, and call upon OSL (the IBM Optimization Subroutine Library) to solve it.
This “gadget-generating” program takes several parameters.

The source function f is specified explicitly, by a small program that computes
f-

The target family F is described by a single function, implemented as a small
program, applied to all possible clauses of specified lengths and symmetries. The
symmetries are chosen from among: whether clauses are unordered or ordered; whether
their variables may be complemented; and whether they may include the constants 0
or 1. For example, a reduction to MAX CUT/0 would take as F the function z; ® x2,
applied over unordered binomial clauses, in which complementation is not allowed
but the constant 0 is allowed. This means of describing F is relatively intuitive and
has never restricted us, even though it is not completely general. Finally, we specify
an arbitrary set S of selected assignments, which allows us to search for S-partial
gadgets (recall Definition 3.3). From equations (3.2) and (3.4), each selected assign-
ment @ generates a constraint that (3b) : > w;iC5(a, b) = a — (1 — f(@)). Selecting
all satisfying assignments of f reproduces the set of constraints (2.2) for an a-gadget,
while selecting all assignments reproduces the set of constraints (2.2) and (2.4) for a
strict a-gadget.

Selected assignments are specified explicitly; by default, to produce an ordinary
gadget, they are the satisfying assignments of f. The canonical witness for the selected
set of assignments is generated by our program as governed by Definition 3.6. Notice
that the definition of the witness depends on whether F is complementation-closed
or not, and this is determined by the explicitly specified symmetries.

To facilitate the generation of restricted witness matrices, we have also made
use of a “don’t-care” state (in lieu of 0 or 1) to reduce the number of selected assign-
ments. For example in reductions from RMBCyy we have used selected assignments
of (00 %0) (011%) (10 0), and (11 % 1). The various LP constraints must be satisfied
for both values of any don’t-care, while the witness function must not depend on
the don’t-care values. So in this example, use of a don’t-care reduces the number
of selected assignments from 8 to 4, reduces the number of auxiliary variables from
about 2% to 2* (ignoring duplications of the 4 primary variables, or any symmetries),
and reduces the number of constraints in the LP from 22° (about 1077) to 22" (a
more reasonable 65,536). Use of don’t-cares provides a technique complementary to
selecting a subset of all satisfying assignments, in that if the LP is feasible it provides
an upper bound and a gadget, but the gadget may not be optimal.

In practice, selecting a subset of satisfying assignments has been by far the more
useful of the two techniques; so far we have always been able to choose a subset which
produces a lower bound and a gadget to match.
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After constructing and solving an LP, the gadget-generating program uses brute
force to make an independent verification of the gadget’s validity, performance, and
strictness.

The hardest computations were those for gadgets reducing from RMBC; on an
IBM Risc System /6000 model 43P-240 workstation, running at 233MHz, these took
up to half an hour and used 500MB or so of memory. However, the strength of [9]
makes PC virtually the sole source function of contemporary interest, and all the
reductions from PC are easy; they use very little memory, and run in seconds on an
ordinary 233MHz Pentium processor.

6. Improved Positive Results. In this section we show that we can use gad-
gets to improve approximation algorithms. In particular, we look at MAX 3SAT, and
a variation, MAX 3ConjSAT, in which each clause is a conjunction (rather than a
disjunction) of three literals. An improved approximation algorithm for the latter
problem leads to improved results for probabilistically checkable proofs in which the
verifier examines only 3 bits. Both of the improved approximation algorithms rely on
strict gadgets reducing the problem to MAX 2SAT. We begin with some notation.

DEFINITION 6.1. A (81, B2)-approzimation algorithm for MAX 2SAT is an algo-
rithm which receives as input an instance with unary clauses of total weight my, and
binary clauses of total weight my, and two reals uy < my and us < mo, and produces
reals s1 < uy and s2 < us and an assignment satisfying clauses of total weight at
least B1s1 + P2s2. If there exists an optimum solution that satisfies unary clauses of
weight no more than uy, and binary clauses of weight no more than us, then there is a
guarantee that no assignment satisfies clauses of total weight more than s;+s2. That
is, supplied with a pair of “upper bounds” wuy,us, a (51, 82)-approximation algorithm
produces a single upper bound of s; + so, along with an assignment respecting a lower
bound of 8ys1 + B2ss.

LEMMA 6.2. [5] There exists a polynomial-time (.976,.931)-approzimation algo-
rithm for MAX 2SAT.

6.1. MAX 3SAT. In this section we show how to derive an improved approxi-
mation algorithm for MAX 3SAT. By restricting techniques in [8] from MAX SAT to
MAX 3SAT and using a .931-approximation algorithm for MAX 2SAT due to Feige
and Goemans [5], one can obtain a .7704-approximation algorithm for MAX 3SAT.
The basic idea of [8] is to reduce each clause of length 3 to the three possible sub-
clauses of length 2, give each new length-2 clause one-third the original weight, and
then apply an approximation algorithm for MAX 2SAT. This approximation algo-
rithm is then “balanced” with another approximation algorithm for MAX 3SAT to
obtain the result. Here we show that by using a strict gadget to reduce 3SAT to
MAX 2SAT, a good (51, B2)-approximation algorithm for MAX 2SAT leads to a .801-
approximation algorithm for MAX 3SAT.

LEMMA 6.3. If for every f € E3SAT there exists a strict a-gadget reducing f
to 2SAT, there ezists a (P1, 2)-approximation algorithm for MAX 2SAT, and a >

1+ (2%:33 , then there exists a p-approzimation algorithm for MAX 3SAT with
1, (5~ 1/2)3/9)
2 (a—=1)(1—=pBa)+ (B1 = B2) +(3/8)

Proof. Let ¢ be an instance of MAX 3SAT with length-1 clauses of total weight
m1, length-2 clauses of total weight ms, and length-3 clauses of total weight ms.
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We use the two algorithms listed below, getting the corresponding upper and lower
bounds on number of satisfiable clauses:
e Random: We set each variable to 1 with probability 1/2. This gives a solution
of weight at least m1/2 + 3mso/4 + Tmg/8.
e Semidefinite programming: We use the strict a-gadget to reduce every length-
3 clause to length-2 clauses. This gives an instance of MAX 2SAT. We apply
the (81, B2)-approximation algorithm with parameters u; = m; and us =
me-+amg to find an approximate solution to this problem. The approximation
algorithm gives an upper bound s; + s; on the weight of any solution to
the MAX 2SAT instance and an assignment of weight 5151 + B252. When
translated back to the MAX 3SAT instance, the assignment has weight at
least B1s1 + f2s2 — (@ — 1)ms. Furthermore, s; < my, s2 < mg + ams,
and the maximum weight satisfiable in the MAX 3SAT instance is at most
s1+ s2 — (a — L)mgs.
The performance guarantee of the algorithm which takes the better of the two
solutions is at least

def . max{m /2 + 3ma/4+ Tm3/8, Bi1s1 + Pas2 — (o — 1)mg}
p1 = min .

sp<mg s ss—(a—1)m
sg<matamg L+ s ( ) 3

We now define a sequence of simplifications which will help prove the bound.

f

P2 € min max{ m1/2+ 3mz/4+ Tms/8,
tp<my t1 + t2

ta<matmg Bty + Bats — (1 = B2)(a — 1)mz}

P3 def  in max{ t1/2 + 3t2/4 + m3/8,
t1<my t1 + t2
to<motms t1/2 + 7M3/8,

Bit1 + Batz — (1 — B2)(a — 1)ms}

P4 4 min 1max{ t/2+t2/4 +ms3/8,
t2<t b t/2—tz/2+7m3/8,
Bit — (Br — B2)t2 — (1 — Ba)(a — 1)ms}
de

fl %(61_%)
Pe = 2+ <(1—52)(01_1)+(ﬁ1—ﬁ2)+%>

To finish the proof of the lemma, we claim that

pL=p2z 22 pPs

To see this, notice that the first inequality follows from the substitution of variables
t1 = s1, ta = s2 — (@ — 1)mg. The second follows from the fact that setting my to 1
and msy to max{0,t, —ms} only reduces the numerator. The third inequality follows
from setting ¢ = t; +t2. The fourth is obtained by substituting a convex combination
of the arguments instead of max and then simplifying. The convex combination takes
a 6 fraction of the first argument, 62 of the second and 3 of the third, where

21— B)(a— 1)+ Z(B1 — fa)
(1=Bo)(a—=1)+ (B1 = f2) + 5

6, =
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%(1 —B2)(a—1) — %(51 — B2)

%= (1=B2)(@=1)+ (B —fBa2) + 2

and

®lw

03 = .
(1=B)(@=1)+ (B —fB2) + 3
Observe that 6, + 0 + 63 = 1 and that the condition on a guarantees that 6, > 0. O

REMARK 6.4. The analysis given in the proof of the above lemma is tight. In
particular for an instance with m clauses such that

. et B1—1/2
T A= B)a—1)+ (B — ) +3/8"

def def .-
m; = m —msz, my = 0, s =my, and so = ams, it is easy to see that p; = ps.

The following lemma gives the strict gadget reducing functions in E3SAT to
2S5AT. Notice that finding strict gadgets is almost as forbidding as finding gadgets
for RMBC, since there are 8 existential constraints in the specification of a gadget.
This time we relied instead on luck. We looked for an S-partial gadget for the set
S = {111,100,010,001} and found an S-partial 3.5-gadget that turned out to be a
gadget! Our choice of S was made judiciously, but we could have afforded to run
through all (}) sets S of size 4 in the hope that one would work.

LEMMA 6.5. For every function f € E3SAT, there exists a strict (and optimal)
3.5-gadget reducing f to 2SAT.

Proof. Since 2SAT is complementation-closed, it is sufficient to present a 3.5-
gadget reducing (X;VX,VX3) to 2SAT. The gadget is X; V X3,-X; vV -X3,X; V
=Y, =X VY, X3V Y, - X3 VY, Xo VY, where every clause except the last has weight
1/2, and the last clause has weight 1. O

Combining Lemmas 6.2, 6.3 and 6.5 we get a .801-approximation algorithm.

THEOREM 6.6. MAX 3SAT has a polynomial-time .801-approximation algo-
rithm.

6.2. MAX 3-CONJ SAT. We now turn to the MAX 3ConjSAT problem. The
analysis is similar to that of Lemma 6.3.

LEMMA 6.7. If for every f € 3ConjSAT there exists a strict (ay + az)-gadget
reducing f to 2SAT composed of ay length-1 clauses and ao length-2 clauses, and
there exists a (B1, B2)-approzimation algorithm for MAX 2SAT, then there exists a
p-approximation algorithm for MAX 3ConjSAT with

1
_ 561
a %“L (I—a1)(f1—B2)+ (L= B2)(on +az — 1)

provided a; + az > 1+ 1/8(1 — Bs).
Proof. Let ¢ be an instance of MAX 3ConjSAT with constraints of total weight
m. As in the MAX 3SAT case, we use two algorithms and take the better of the two
solutions:
e Random: We set every variable to 1 with probability half. The total weight
of satisfied constraints is at least m/8.
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e Semidefinite programming: We use the strict a-gadget to reduce any con-
straint to 2SAT clauses. This gives an instance of MAX 2SAT and we use the
(81, B2)-approximation algorithm with parameters u; = a;m and us = asm.
The algorithm returns an upper bound s; + s on the total weight of satis-
fiable constraints in the MAX 2SAT instance, and an assignment of measure
at least 3151 + B252. When translated back to the MAX 3ConjSAT instance,
the measure of the assignment is at least 8151 + 8282 — (@1 + a2 — 1)m. Fur-
thermore, s1 < aym, s2 < asm, and the total weight of satisfiable constraints
in the MAX 3ConjSAT instance is at most s; + s2 — (a1 + az — 1)m.

Thus we get that the performance ratio of the algorithm which takes the better
of the two solutions above is at least

def . max{m/8, Pis1+ P2s2— (a1 +az—1)m}
p1 = min .
§§§Z§$ s1+ 82— (a1 +as —1)m

We now define a sequence of simplifications which will help prove the bound.

def

P2 max{m/S, 61t1 + 62t2 — (]. — 52)(011 + as — l)m}

min
t1<a1m  f) + 1y
t2<(1—cay)m

P3 def Itrilil %max{m/& Bt — (ﬂl - ﬁz)tz - (]. - ﬁz)(al + oy — 1)m}

tp<(1—ag)m
ps & min %max{m/& Bt — (1= ar) (B — Ba2) + (1 = B2) (1 + az — 1))m}

def B
T T (U —a) (B — B2) + (1 Ba)(ar +az — 1)

In order to prove the lemma, we claim that
pL=p22 -2 pPs

To see this, observe that the first inequality follows from the substitution of variables
t; = s; and ty = so — (a1 + a2 — 1)m. The second follows from setting ¢ = t; + ts.
The third inequality follows from the fact that setting ¢» to (1 — ay)m only reduces
the numerator. The fourth is obtained by substituting a convex combination of the
arguments instead of max and then simplifying. O

The following gadget was found by looking for an S-partial gadget for S =
{111,110, 101, 011}.

LEMMA 6.8. For any f € 3ConjSAT there ewxists a strict (and optimal) 4-gadget
reducing f to 2SAT. The gadget is composed of one length-1 clause and three length-2
clauses.

Proof. Recall that 2SAT is complementation-closed, and thus it is sufficient to
exhibit a gadget reducing f(a1,az2,a3) = a1 A a2 A az to 2SAT. Such gadget is Y,
(=Y Vv X3), (7Y V X5), (7Y V X3), where all clauses have weight 1. The variables
X1, X5, X3 are primary variables and Y is an auxiliary variable. O
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THEOREM 6.9. MAX 3ConjSAT has a polynomial-time .367-approximation al-
gorithm.

It is shown by Trevisan [16, Theorem 18] that the above theorem has consequences
for PCP. s[log,3]. This is because the computation of the verifier in such a proof
system can be described by a decision tree of depth 3, for every choice of random
string. Further, there is a 1-gadget reducing every function which can be computed
by a decision tree of depth &k to kConjSAT.

COROLLARY 6.10. PCP, ,[log, 3] C P provided that ¢/s > 2.7214. The previous
best trade-off between completeness and soundness for polynomial-time PCP classes
was ¢/s > 4 [16].

7. Lower Bounds for Gadget Constructions. In this section we shall show
that some of the gadget constructions mentioned in this paper and in [2] are optimal,
and we shall prove lower bounds for some other gadget constructions.

The following result is useful to prove lower bounds for the RMBC family.

LemMA 7.1. If there exists an a-gadget reducing an element of RMBC to a
complementation-closed constraint family F, then there exists an a-gadget reducing
all elements of PC to F.

Proof. If a family F is complementation-closed, then an a-gadget reducing an
element of PC (respectively RMBC) to F can be modified (using complementations)
to yield a-gadgets reducing all elements of PC (respectively RMBC) to F. For this
reason, we will restrict our analysis to PCy and RMBCyg gadgets. Note that, for any
a1, az,a3 € {0,1}3, PCy(ai, as,az) = 1 if and only if RMBCqg(a1,az,as,az) = 1. Let
I' be an « gadget over primary variables x1, ..., x4 and auxiliary variables y1,...,yn
reducing RMBC to 2SAT. Let [ be the gadget obtained from I' by imposing x4 = Z3:
it is immediate to verify that I'" is an a-gadget reducing PCq to F. O

7.1. Reducing PC and RMBC to 2SAT. THEOREM 7.2. If I is an a-gadget
reducing an element of PC to 25AT, then a > 11.

Proof. 1t suffices to consider PCy. We prove that the optimum of (LP1) is at
least 11. To this end, consider the dual program of (LP1). We have a variable y_ »
for any @ € {0,1}® and any b e {0,1}*, plus additional variables Fovt (a) for any
@: PC(@) = 1, where b°P! is the “optimal” witness function defined in Section 3. The
formulation is

max1mize Zﬁ,E;PC(a):o Yap

subject to
2aiVas <1 +_’Zd‘:PC(d‘):1 Yz pert (a) }
25 Ya5Ci (@ 0) 2 30 PCa)=1 Ia,5ort (2 Cs (8, 0P (@)) Vj € [98]
Yaz >0 (V@ € {0,1}) (Vb € {0,1}*)
ggjwt(a) >0 (Va: PC(a) =1)

(DUAL1)
There exists a feasible solution for (DUAL1) whose cost is 11. O
COROLLARY 7.3. IfT is an a-gadget reducing an element of RMBC to 2SAT,
then o > 11.

7.2. Reducing PC and RMBC to SAT. THEOREM 7.4. If T is an a-gadget
reducing an element of PC to SAT, then o > 4.
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Proof. As in the proof of Theorem 7.2 we give a feasible solution to the dual
to obtain the lower bound. The linear program that finds the best gadget reducing
PCy to SAT is similar to (LP1), the only difference being that a larger number N of
clauses are considered, namely, N = 37_, (7)2%. The dual program is then

maximize 32 5P Ca)=o Ya

subject to
YaiVas <1 “lza:PC(a)ﬂ Ya port (q) R
Z(i,gyajcj(aa ) > Z(i:PC(a‘):1 ga7gopt(ﬁ)cj(67 bPH(@)) . Vj € [N]
Yaz >0 (Va € {0,1}3) (Vb € {0,1}*)
Zja‘7gopi(a‘) >0 (Va: PC(a) =1)

(DUAL2)
Consider now the following assignment of values to the variables of (DUAL2) (the
unspecified values have to be set to zero):

(VC-’: PC(&:) = 1) ga bort () = %
(v-’ PC(&:) = ]‘)(v-’l d 67 67) = ]-) yd‘rjopt(a) = %

where d is the Hamming distance between binary sequences. It is possible to show
that this is a feasible solution for (DUAL2) and it is immediate to verify that its cost
is4. 0

COROLLARY 7.5. IfT" is an a-gadget reducing an element RMBC to SAT, then
a >4,

7.3. Reducing kSAT to [SAT. Let k and [ be any integers £k > [ > 3. The
standard reduction from EESAT to ISAT can be seen as a [(k — 2)/(I — 2)]-gadget.
In this section we shall show that this is asymptotically the best possible. Note that
since [SAT is complementation-closed we can restrict ourselves to considering just one
constraint function of EESAT, say f(ay,...,ar) =V, a;.

THEOREM 7.6. For any k > 1> 2, if ' is an a-gadget reducing f to ISAT then
a>k/l.

Proof. We can write a linear program whose optimum gives the smallest a such
that an a-gadget exists reducing f to ISAT. Let b be the witness function used to
formulate this linear program. We can assume that b is 22*-ary and we let K = 22"
Also let N be the total number of constraints from [SAT that can be defined over

k + K variables. Assume some enumeration C1, ..., Cy of such constraints. The dual
LP is
maximize 245:PCla)=0 Yai
subject to
Za‘jyﬁ,ﬁ <1+ Za‘;f("):1 Ya grsar—isar (g)
Vj € [N] Zg,;jyaj;cj (67 b) > Za‘;f(a;)zl gingAT—lSAT([i) Cj (6; kaATilSAT((_j))
va e {0,1}%, vbe {0,1} y. ;>0
Va: f(ad) =1 g(‘i76kSAT—lSAT(a‘) >0

(DUAL3)
The witness function bFSAT—ISAT jg an “optimal” witness function for gadgets reduc-
ing KSAT to ISAT.
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Let Ay C {0,1}* be the set of binary k-ary strings with exactly one non-zero
component (note that |A| = k). Also let 0 (respectively, I) be the k-ary string all
whose components are equal to 0 (respectively, 1). The following is a feasible solution
for (DUAL3) whose cost is k/I. We only specify non-zero values.

(Vd’ € Ak) gd‘yngAT—lSAT(d‘) - ]-/l
(V(_j S Ak) y()'ijAT—lSAT(E) = 1/l
(Vd’ € Ak) yingAT—lSAT([i) = ]-/k .

d

In view of the above lower bound, a gadget cannot provide an approximation-
preserving reduction from MAX SAT to MAX kSAT. More generally, there cannot be
an approximation-preserving gadget reduction from MAX SAT to, say, MAX (logn)SAT.
In partial contrast with this lower bound, Khanna et al. [13] have given an approximation-
preserving reduction from MAX SAT to MAX 3SAT and Crescenzi and Trevisan [4]
have provided a tight reduction between MAX SAT and MAX (logn)SAT, showing
that the two problems have the same approximation threshold.
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