1 Introduction

1.1 Supervised vs Unsupervised Learning

<table>
<thead>
<tr>
<th>Supervised Learning</th>
<th>Unsupervised Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong></td>
<td>(x, y) x is data, y is label</td>
</tr>
<tr>
<td><strong>Goal:</strong></td>
<td>Learn a function to map x → y</td>
</tr>
<tr>
<td><strong>Examples:</strong></td>
<td>Classification, regression, object detection, semantic segmentation, image captioning, etc.</td>
</tr>
</tbody>
</table>

So far in this course, we’ve been talking about supervised learning, where the data is labeled. Specifically, we have a collection of pairs (x, y) where x is data, and y is the corresponding label. The goal is to learn the mapping from data to labels. Some examples of supervised learning are given in Figure 1. When training set consists of images, our goals can be: determining what do images contain (Figure 1a), identifying objects from images (Figure 1b), image captioning (Figure 1d), or finding segmentations (Figure 1c). All these examples are instances of supervised learning.

In contrast, in unsupervised learning, we only have raw data. Some examples of supervised learning are given in Figure 2, and include clustering (Figure 2a) and principal component analysis (Figure 2b).

Unsupervised learning is an essential topic in AI for the following two reasons:

1. Training data is cheap, while labeling is an expensive task.
2. By solving unsupervised learning, we gain better understanding the structure of the data.
Figure 2: Unsupervised learning: (a) Clustering problems involve partitioning unlabeled data into groups based on similarity between the datapoints themselves. (b) Principal component analysis (PCA) aims to find the most important components of high-dimensional input data, and as such is often used for dimensionality reduction. (c) In deep learning, autoencoders (Figure 2c) aim to learn a representation (encoding) for a set of data, typically for dimensionality reduction and extracting crucial features. Autoencoders attempt to accomplish this by jointly optimizing an encoder, which reduces the dimensionality of the data, and a decoder, which tries to reconstruct the original data from the encoding (thus ensuring that the encoding does not lose information). (d) Finally, density estimation (Figure 2d) is another vital problem, which is the construction of an estimate, based on observed data, of an unobservable underlying probability density function.

1.2 Generative Models

One of the most important goals of unsupervised learning is understanding the inherent structure of the given unlabeled data. One popular approach to achieving this goal is the use of generative models. In this approach, we assume that our data has been generated by some unknown probability distribution, and our goal is to construct a model which captures this distribution as accurately as possible.

There are mainly two categories of generative model: explicit density estimators and implicit density estimators. Explicit density estimation attempts to learn the distribution $p_{\text{model}}(x)$ directly—the end result is a model which, for any input $x$, can estimate $p_{\text{data}}(x)$. Examples of explicit density estimators are image classifiers (which, as we recall, can be viewed as models of $p(\text{label}|\text{image})$, sequence models in natural language processing, and other likelihood-estimating models. In contrast, implicit density estimation models do not directly yield estimates of $p_{\text{data}}(x)$, but instead produce samples from $p_{\text{model}}(x)$ directly. Such models are sometimes the more natural approach to modeling probability distributions—for example in climate, weather, and ecology, our physical understanding of systems can be used to create implicit generative models via simulation (while by contrast assigning a likelihood to specific chains of events would be rather difficult).

1.3 Taxonomy of Generative Models

Despite the unified goal of understanding the underlying distribution of a dataset, different types of generative models are best suited for different tasks. In particular, exact problem circumstances often dictate uses of different solutions within generative modeling. These circumstances lead to the so-called “taxonomy” of generative models given in Figure 3. In this section, we briefly elaborate on this taxonomy in the context of the main models we will look at in this lecture.

**Approaches to explicit density estimation.** Explicit density estimation is the most common way to define a generative model. The most trivial example of explicit density estimation is to postulate your data comes from Gaussian distribution and try to find the mean and variance of this Gaussian. Under this hypothesis, the log-likelihood is well-behaved and the parameters of the model even have a closed form (namely, the empirical mean and variance). More broadly, there exists a class of models/probens

---

1 Figure copyright Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017. [2]
Figure 3: Taxonomy of generative models: Generative models can differ by whether estimate density explicitly (by providing probability/likelihood) or implicitly (by providing samples). Within explicit models, learning the underlying distribution is sometimes tractable, otherwise an approximation method is needed (VAEs, which we discuss further later on, correspond to the case where approximation is chosen to be a variational one). Within implicit models, some models can transform an initial state into a sample, while others (such as GANs, which we also discuss later) generate samples from scratch, for which we can provably find optimal parameters, such as (fully-visible) Bayesian Networks, and Hidden Markov Models.

On the other hand, there are many examples where the computation of a maximum likelihood estimate is a very hard or even simply intractable problem. In these cases, to get an explicit density estimate, we have to use some sort of heuristic or approximation in order to find optimal model parameters. In this lecture, we will discuss the use of a variational approximation to solve the explicit density estimation, starting with the classical Expectation-Maximization algorithm, and leading up to a discussion of Variational Autoencoders.

Approaches to implicit density estimation As we previously noted, sometimes constructing a model that provides densities explicitly is difficult or unrealistic. These cases are better suited to implicit generative models, which abandon the goal of explicitly modeling the system and instead attempt to construct a model which provides samples from a distribution approximating that of the natural data. Here, we’ll look at implicit density estimation in the context of Generative Adversarial Networks (GANs).

2 Variational Inference

2.1 Pearson’s crabs

The paradigmatic use of variational inference comes from a problem motivated by Karl Pearson in the late 19th century in his paper [5]. In this paper, Pearson set out to analyze data provided by the zoologist Weldon and his wife, regarding the forehead widths and heights of a population of crabs. When conducting his analysis, however, Pearson found something rather peculiar—contrary to the rest of the zoological data he had analyzed, the forehead widths and heights did not seem to follow a normal distribution. Instead, Pearson notes:

In the case of certain biological, sociological, and economic measurements there is, however, a well-marked deviation from this normal shape, and it becomes important to determine the direction and amount of such deviation. The asymmetry may arise from the fact that the units grouped together in the measured material are not really homogeneous. It may happen that we have a mixture of $2, 3, \cdots, n$ homogeneous groups, each of which deviates about its
own mean symmetrically and in a manner represented with sufficient accuracy by the normal curve.
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Figure 4: The analysis reproduces Pearson’s original fit with two normal components. The presence of two components was interpreted by Pearson as evidence that there were two species of crabs.

![Figure 5](image2.png)

Figure 5: The probabilistic graphical model representation of Pearson’s crabs. $Z$(species of a crab) is the only latent variable, while both $X_1$(width of a crab) and $X_2$(length of a crab) are observable variables.

This observation and the analysis that followed was (a) the first example of a so-called mixture model used to characterize a natural phenomenon, and (b) the very first example of a Bayesian network with a hidden variable, which Pearson used in order to explain the data. In particular, he interpreted the presence of two components as evidence that there were two species of crabs. The label of species was a hidden variable that Pearson couldn’t observe, and based on this label, the measurement was drawn from a separate (Gaussian) distribution. Pearson’s assumption about the presence of an unobserved latent variable allowed him to solve for the parameters of the model, and thus accurately model the measurement in question.

It turns out that the this “latent variable” observation extends well beyond this simple setting, and is essential to modeling a wide variety of natural and synthetic data. Unfortunately, while the presence of latent variables allows for better modeling of the world around us, it also makes the optimizing the parameters of these models significantly harder.

As an example, consider once again our model for the crab population, where an unobserved latent variable $z$(species) influences an observed variable $x$(forehead size). We have a good model of our observed variable given the latent one, i.e. $p_\theta(x|z) \forall z$, and we can also parameterize a distribution over the latent variable $p_\theta(z)$. Now, when we are given i.i.d. samples from the distribution, $S = \{x_i\}$, our log-likelihood is given by:

$$\ell(S) = \sum_{x \in S} \log \left( \sum_z p_\theta(x|z)p_\theta(z) \right).$$

Crucially, note that the summation inside the log in the above is necessitated by the fact that we have no access to the latent variable $z$ (and thus need to marginalize it out of the likelihood). If $z$ was observable, we could simply compute the log-likelihood of both variables as the sum of $\log(p_\theta(x|z)p_\theta(z))$. Unfortunately, the log of the summation above also makes the likelihood highly non-convex and difficult to optimize directly.

Variational inference is a heuristic used to circumvent this intractability, in which we opt to maximize a lower bound of the likelihood function, rather than optimizing the likelihood directly. The most prominent example of a variational inference algorithm is the expectation-maximization (EM) algorithm.

### 2.2 The Expectation-Maximization Algorithm

The expectation-maximization (EM) algorithm is one of the most popular ways to deal with the non-convexity of the likelihood function caused to the presence of latent variables. Although it is a single framework, the EM algorithm can be derived and interpreted in a variety of ways—here, we view EM as a way of constructing progressively better lower bounds for the likelihood and maximizing these lower bounds, thus ensuring that the likelihood continues to increase. EM can also be interpreted as the construction of artificial latent variables, or as an alternating maximization algorithm [?].
Consider our equation for the log-likelihoods of observable variables $x$ given latent variables $z$:

$$
\ell_S(\theta) = \sum_{x \in S} \log \left( \sum_z p_\theta(x, z) \right)
$$

(1)

$$
= \sum_{x \in S} \log \left( \sum_z \frac{q(z)}{q(z)} p_\theta(x, z) \right) \quad \text{for any distribution } q(\cdot)
$$

(2)

$$
= \sum_{x \in S} \log \left( \mathbb{E}_{z \sim q} \left[ \frac{p_\theta(x, z)}{q(z)} \right] \right)
$$

(3)

Now, since $\log(x)$ is a concave function, we can apply Jensen’s inequality, which says that for any concave function $f$ and random variable $X$, $f(\mathbb{E}[X]) \geq \mathbb{E}[f(X)]$:

$$
\ell_S(\theta) \geq \sum_{x \in S} \mathbb{E}_{z \sim q} \left[ \log \left( \frac{p_\theta(x, z)}{q(z)} \right) \right]
$$

(4)

$$
= \sum_{x \in S} \sum_z q(z) \log \left( \frac{p_\theta(x, z)}{q(z)} \right) =: Q_S(\theta)
$$

(5)

Thus, introducing the distribution $q(z)$ solves our problem and takes the summation outside of the logarithm. The question becomes: what should we choose $q(z)$ to be? Observe that our new function $Q_S(\theta)$ differs from the likelihood $\ell_S(\theta)$ only due to Jensen’s inequality. As such, a natural way to proceed is to set $q(z)$ such that Jensen’s inequality is tight at the current guess for the best parameter, $\theta^{(t)}$. Noting that Jensen’s inequality is tight when $X$ is a constant random variable, we find that we want:

$$
p_{\theta^{(t)}}(x, z) \propto q(z) \quad \forall \ z.
$$

Combining this constraint with the fact that $q$ must be a probability distribution gives that:

$$
q(z) = \frac{p_{\theta^{(t)}}(x, z)}{\sum_z p_{\theta^{(t)}}(x, z)} = p_{\theta^{(t)}}(z|x)
$$

This is all we need to introduce the EM algorithm: at some timestep $t$ when our current guess for the parameter $\theta$ is $\theta^{(t)}$, we alternate between:

1. **E Step**: For each sample $x \in S$, compute the distribution $q$ as follows:

   $$
   q(z; x, \theta^{(t)}) = p_{\theta^{(t)}}(z|x)
   $$

2. **M Step**: Maximize the following lower bound on the likelihood, which is tight at $\theta^{(t)}$:

   $$
   Q_S(\theta; \theta^{(t)}) = \sum_{x \in S} \sum_z q(z; x, \theta^{(t)}) \log \left( \frac{p_\theta(x, z)}{q(z; x, \theta^{(t)})} \right)
   $$

   $$
   \theta^{(t+1)} = \arg\max_{\theta} Q_S(\theta; \theta^{(t)})
   $$

We can show that using the above algorithm, we actually increase the likelihood $\ell_S(\theta)$ at each iteration. In fact, this turns out to be a straightforward argument. First, we know that $Q(\theta^{(t+1)}; \theta^{(t)}) \leq \ell_S(\theta^{(t+1)})$ (since we proved via Jensen’s inequality that $Q$ lower bounds $\ell$). Then, by construction we know that $Q(\theta^{(t+1)}; \theta^{(t)}) \geq Q(\theta^{(t)}; \theta^{(t)})$, and since we designed $Q(\cdot; \theta^{(t)})$ to be equal to $\ell(\theta)$ at $\theta^{(t)}$, we can combine these inequalities to yield $\ell(\theta^{(t+1)}) \geq \ell(\theta^{(t)})$.

An illustration of the EM algorithm is given in Figure 6.
An illustration of the approach taken by the expectation-maximization (EM) algorithm in maximizing likelihood. The x-axis represents the parameter \( \theta \). The top (red) line is the log-likelihood \( \ell_S(\theta) \). In the E step, we compute a lower bound of \( \ell(\theta) \) using the current value of \( \theta, \theta^{(t)} \). This lower bound, which we denote \( Q(\theta|\theta^{(t)}) \), is shown as purple curve in the figure. In the M step, we maximize \( Q \) with respect to \( \theta \), and let \( \theta^{(t+1)} \) be the next value of \( \theta \).

2.2.1 EM algorithm in the case of mixture of Gaussian distributions

To better illustrate the EM algorithm, we now apply it the aforementioned problem: learning a mixture of \( k \) Gaussians. Here, our parameters \( \theta \) are the means and covariance matrices of the Gaussians in the mixture, \( \{\mu_i\} \) and \( \{\Sigma_i\} \). Now, suppose we are given a set of samples \( S = \{x_i\} \) drawn from the mixture of Gaussians. (We’ll assume the Gaussians are mixed uniformly; in reality we can also optimize over the mixing ratios \( \alpha \).

Starting at some initial estimate \( \theta^{(0)} \), the EM algorithm takes the following form:

1. **E Step:** We let the indicator variable \( z_{ij} \) indicate whether sample \( x_i \) was drawn from the \( j \)th Gaussian of the mixture. Then,

   \[
   q_{ij} := q(z_{ij}; x_i, \mu_j^{(t)}, \Sigma_j^{(t)}) = p_{\mu_j^{(t)}, \Sigma_j^{(t)}}(z_{ij}|x_i) = \frac{N(x_i; \mu_j^{(t)}, \Sigma_j^{(t)})}{\sum_{l=1}^{k} N(x_i; \mu_l^{(t)}, \Sigma_l^{(t)})}
   \]

2. **M Step:** Plugging in the above into \( Q(\theta) \) as derived above, and setting \( \nabla_{\mu_j} Q(\theta) = 0 \) and \( \nabla_{\Sigma_j} Q(\theta) = 0 \) gives the update:

   \[
   \mu_j = \frac{\sum_i q_{ij} x_i}{\sum_i q_{ij}}
   \]

   \[
   \Sigma_j = \frac{\sum_i q_{ij} (x_i - \mu_j)(x_i - \mu_j)^\top}{\sum_i q_{ij}}
   \]

Although EM algorithm is used widely and local convergence nearly follows by construction, there are few known global convergence guarantees for this method. In fact, global convergence for mixtures of two Gaussians with known covariance matrices was only established by relatively recent work (2016) [17]. In particular, the authors show that in the population model, where the algorithm is given access to infinitely many samples from the mixture, converges geometrically to the correct mean vectors. A simple, closed-form expressions for the convergence rate is also given. Using the convergence rate from their result gives that, in one dimension, ten steps of the EM algorithm initialized at infinity result in less than 1% error estimation of the means.
3 Variational Auto-encoders (VAEs)

3.1 Introduction
EM provides a method for managing low-dimensional, discrete latent variables; however, in many settings this turns out to be insufficient. Variational Auto-encoders (VAEs) provide a canonical way to factor in high-dimensional or continuous latent variables.

In this section, we’ll consider the following running example: suppose we have a high-dimensional \( x \in \mathbb{R}^n \) depending on a latent \( z \in \mathbb{R}^m \) (where \( m << n \), but is usually also high-dimensional). Then, the marginal likelihood of \( x \) is given by:

\[
p_{\theta}(x) = \int_{z} p_{\theta}(z)p_{\theta}(x|z)dz, \tag{6}
\]

Just as with EM, we can optimize the lower bound of the likelihood function; this time, however, we use a VAE to access this loss function, rather than exploiting Jensen’s inequality (as we did in the last section).

3.2 Intuition: Auto-encoders
Recall that one of the crucial goals of unsupervised learning is to discover the hidden structure of data, and to learn a lower-dimensional feature representation from unlabeled training data. An auto-encoder provides a simple and intuitive model for solving this problem.

A standard auto-encoder consists of two key parts: an encoder and a decoder. The encoder is a function \( E_{\theta} : \mathbb{R}^n \rightarrow \mathbb{R}^m \) (typically parameterized by a neural network) that maps the high-dimensional input \( x \) to the lower-dimensional latent space \( z \).

In turn, the decoder is a function \( D_{\theta} : \mathbb{R}^m \rightarrow \mathbb{R}^n \) (usually also parameterized by a neural network) that attempts to map vectors from the latent space \( \mathbb{R}^m \) back to their corresponding inputs in the higher-dimensional input space.

The key intuition behind this model is that if the decoder is able to successfully reconstruct the inputs from the latent space, then the encoder must have successfully “embedded” all the necessary information about the input into the latent space. To induce this sort of behavior, \( E_{\theta} \) and \( D_{\theta} \) are usually trained in tandem, minimizing some sort of reconstruction error between original inputs and the corresponding output of the decoder. Concretely, we often solve the following optimization problem:

\[
\theta^* = \arg \min_{\theta} \mathbb{E}_x [d(x, D_{\theta}(E_{\theta}(x)))] ,
\]

under some distance measure \( d \). Auto-encoders are often used in tasks requiring dimension reduction (throwing away the decoder leaves just an encoder which is able to compress the “useful” information contained in \( x \) into a smaller latent space), or in visualization.

In the following, we consider how we might be able to generate realistic vectors \( x \in \mathbb{R}^n \). It turns out that this exactly the problem that the VAE attempts to solve.

3.3 Decoders as Generative Models
In the previous section, we introduced the decoder of an auto-encoder as a function that attempts to recover an encoded input \( z := E_{\theta}(x) \). Note that perhaps the most important role of the decoder was just to ensure that the encoder embedded useful information into the latent space.

In the context of the variational auto-encoder, however, the decoder takes on a much larger role in the training process. First, we define a prior distribution over the latent space \( \mathbb{R}^m \), which we denote \( p_{\theta}(z) \). The role of the decoder then, is to provide access to \( p_{\theta}(x|z) \).

Assuming that the decoder is able to somewhat accurately capture \( p(x|z) \), the VAE framework provides a simple way of generating new points in \( \mathbb{R}^n \). In particular, we can sample a vector \( z \sim p_{\theta}(\cdot) \), then This raises the question: how can we train a decoder to match this conditional likelihood function?
3.4 Encoders as Inference Models and the Variational Lower Bound

To tackle the intractable likelihood function issue, VAEs pair the generative model provided by the decoder with a complementary inference model, \( q_\phi(z|x) \) meant to approximate the true posterior \( p_\theta(z|x) \). Just as with \( p_\theta(x|z) \), we typically parameterize \( q_\phi \) with the weights of a neural network—in particular, we reuse the encoder from the auto-encoder setup to model this posterior distribution.

Examining the loss function. First, we examine each term in Equation 11 separately. The first term can be viewed as a re-derivation of the (auto-encoder) reconstruction loss. In particular, we want to ensure that the generative model \( p_\theta(x|z) \) (the decoder) assigns high probability to \( x \) given the encoding \( q_\phi(z|x) \). The second term represents the distance between the distribution induced by the encoder, and our enforced prior distribution on \( z \). The third term penalizes the distance between the posterior \( q_\phi(z|x) \), and the posterior induced by \( p_\theta, p_\theta(z|x) \). This term is actually intractable to compute, and is thus what leads us to having a lower bound on the log-likelihood, rather than the log-likelihood itself.

We now seek closed-form expressions for the first and second terms. It turns out that these term can actually be greatly simplified if we force the distributions in question to be Gaussian. Setting \( p_\theta(z) \sim \mathcal{N}(0,1) \) and \( q_\phi(z|x) \sim \mathcal{N}(\mu_{z|x}, \text{diag}(\sigma_{z|x}^2)) \) allows us to simplify the second term. Recall that the KL divergence between two multivariate normal distributions with means \( \mu_1 \) and \( \mu_2 \) and covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) is given by:

\[
D_{KL}(\mathcal{N}_1 || \mathcal{N}_2) = \frac{1}{2} \left[ \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) + (\mu_2 - \mu_1)^\top \Sigma_2^{-1} (\mu_2 - \mu_1) - d + \log \frac{\det \Sigma_2}{\det \Sigma_1} \right].
\]

Substituting \((0, I)\) for \((\mu_2, \Sigma_2)\) and \((\mu_{z|x}, \text{diag}(\sigma_{z|x}^2))\) for \((\mu_1, \Sigma_1)\) yields:

\[
D_{KL}(q_\phi(z|x)||p_\theta(z)) = \frac{1}{2} \left[ ||\mu_{z|x}||^2 + ||\mu_{z|x}||^2 - d - ||\log \sigma_{z|x}||^2 \right],
\]

where the logarithm in the above is taken element-wise. Similarly, setting \( p_\theta(x|z) \sim \mathcal{N}(\mu_{x|z}, I) \) allows us to write the first term (which we suggested might correspond to the reconstruction loss) as:

\[
\begin{align*}
\mathbb{E}_{z \sim q_\phi(z|x)} [\log p_\theta(x|z)] &= \mathbb{E}_{z \sim q_\phi(z|x)} \left[ -\frac{1}{2} \left( \log |I| + (x - \mu_{x|z})^\top I (x - \mu_{x|z}) + d \log(2\pi) \right) \right] \\
&= \frac{1}{2} \mathbb{E}_{z \sim q_\phi(z|x)} \left[ ||x - \mu_{x|z}||^2 \right] - d \log(\sqrt{2\pi}),
\end{align*}
\]

which is precisely the \( \ell_2 \) reconstruction loss if we let the output of the decoder be \( \mu_{x|z} \).
Ensuring backpropagation. A natural choice for maximizing $\mathcal{L}$ where $p_\theta$ and $q_\phi$ are neural networks would be gradient ascent. The barrier that we face with this approach, however, is an inability to differentiate through the random sampling in the expectation, $z \sim q_\phi(\cdot|x)$. Fortunately, the same simplifying assumption we made to make $D_{KL}(q_\phi(z|x)||p_\theta(z))$ tractable (namely that $p_\theta(z)$ and $q_\phi(z|x)$ are normally distributed) also lends itself to circumventing the non-differentiability issue. In order to back-propagate the gradient to the encoder, one can use the following reparameterization trick:

$$\tilde{z} = \mu_{z|x} + \sigma_{z|x} \cdot \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1),$$

which rewrites a sample drawn from $q_\phi(z|x)$ as a deterministic function of its mean and covariance, with an auxiliary variable $\epsilon$. Thus, by making the encoder network output a mean and covariance explicitly and using these to parameterize a normal distribution, we can ensure that gradients can be propagated through the entirety of the expectation.

### 3.5 Generating Data

After a VAE model is trained, we can traverse the latent space in order to see what factors each latent space dimension captures. Figure 7 shows examples of data generated by two VAEs, trained on the MNIST digit dataset and a face dataset respectively. In the latter example, we can see that varying one dimension changes the degree of the smile while varying the other dimension changes the head pose.

![Figure 7: Data generated by VAEs.](image)

### 3.6 Summary: VAEs

A variational auto-encoder is a probabilistic version of an auto-encoder, which (in addition to performing dimensionality reduction), enables us to sample from the model to generate data. The VAE accomplishes this task by considering a latent variable model $z \rightarrow x$, and deriving a lower bound on an intractable log-likelihood.

**Disadvantages and future work.** Samples generated by VAEs tend to be blurry or noisy, particularly when compared to other generative models such as generative adversarial networks (GANs).
Furthermore, while the variational lower bound is a tractable objective for optimization, it only relates with the true objective of interest (the marginal likelihood) loosely. The gap between the variational lower bound and the marginal likelihood is determined by how well the inference model can approximate the true posterior, measured in terms of the KL divergence.

To improve the capacity of variational autoencoders, one line of research has focused on introducing more powerful inference models, instead of neural network-parameterized factorial Gaussian distributions. A few examples are normalizing flows [8] and inverse auto-regressive flows [9] that transforming a simple Gaussian into more complex ones. Another line of research takes into account the characteristics of the data being modeled, and introduces graphical models of richer structures, such as hidden Markov models [11], Kalman filters [10], factorized hierarchical prior [12], state space models [13].

4 Generative Adversarial Network (GAN)

What if we give up on explicitly modeling the density, and just want the ability to sample from an underlying distribution? This is precisely the question that motivates the approach of generative adversarial networks (GANs), which do not work with any explicit density function. Instead, using inspiration from game theory, GANs attempt to learn to generate from a training distribution by setting up a two-player game between two concurrently trained agents.

One agent, the generator $G_\theta$, is designed to take in a simple, low-dimensional random input (for example, $z \sim \mathcal{N}(0, I)$) and transform it into a high-dimensional structured signal. This structured signal is “mixed in” with the training distribution, and is then fed to a discriminator $D_w$, which in turn tries to discern between the inputs generated by $G_\theta$, and those directly from the training set. The generator receives rewards for “fooling” the discriminator (i.e. generating an image that the discriminator labels as being from the training set). Conversely, the discriminator receives rewards for correctly classifying between real and fake inputs.

The method by which this reward is incurred by $G_\theta$ and $D_w$ is a subject of intense research, and varies from implementation to implementation. In the original GAN formulation (Goodfellow, 2014), a log-likelihood based objective was used. Here, we give the formulation of Wasserstein-GAN (WGAN), one of the most popular and simple objective functions for training GANs. In the next lecture, we elaborate more on the ties between GAN training and traditional game theory.

4.1 Wasserstein-GAN

Suppose the data we are trying to model resides in Euclidean space $\mathbb{R}^n$. We denote the true high-dimensional distribution of data by $F$ and the modeled distribution (i.e., the distribution of the outputs of the generator network $G_\theta(z)$) as $Q$.

Since our goal is for the generator $G_\theta$ to learn the true distribution, a reasonable approach would simply be to minimize the statistical distance between $F$ and $Q$. In Wasserstein-GAN (WGAN), the authors find that the Wasserstein distance has certain properties that make it well-suited for measuring this distance. Formally, the Wasserstein distance between $F$ and $Q$ is defined as:

$$ W(F, Q) = \inf_{\gamma \in \Pi(F, Q)} \left( \mathbb{E}_{(X, Y) \sim \gamma} \left[ \|X - Y\|_1 \right] \right), \quad (19) $$

where $\Pi(F, Q)$ is the set of all distributions in $\mathbb{R}^n \times \mathbb{R}^n$ whose marginals are $F$ and $Q$ respectively, i.e., the couplings of $F$ and $Q$. This definition is very intuitive, and essentially represents the $\ell_1$ distance under the best possible coupling of the two distributions.

Unfortunately, optimizing this kind objective function is not practical—in particular, calculating an infimum over the set of all couplings is almost always intractable. It turns out, however, that there is a dual representation of the Wasserstein distance. Using Kantorovich duality, we can $W(F, Q)$ as the following supremum over the set of all 1-Lipschitz functions from $\mathbb{R}^n$ to $\mathbb{R}$:

$$ W(F, Q) = \sup_{D: \mathbb{R}^n \to \mathbb{R}, \text{1-Lipschitz}} \left( \mathbb{E}_{X \sim F} [D(X)] - \mathbb{E}_{X \sim Q} [D(X)] \right). \quad (20) $$
Intuitively, this supremum represents the performance of the best 1-Lipschitz “separator” of the two distributions. In a perfect world, we could simply train a $G_\theta$ that would minimize this Wasserstein distance,

$$
\theta = \inf_{\theta \in \theta_{\text{1-Lipschitz}}} \sup_{D : \mathbb{R}^n \rightarrow \mathbb{R}, D \text{1-Lipschitz}} \left( \mathbb{E}_{X \sim F}[D(X)] - \mathbb{E}_{z \sim \mathcal{N}(0, I)}[D(G_\theta(z))] \right).
$$

(21)

In practice, we actually run into the same problem as with the primal formulation of the Wasserstein distance: a seemingly intractable supremum over the set of all 1-Lipschitz functions. This intractability, however, turns out to be circumventable (though with a few caveats). In particular, we can instead minimize an upper bound on the Wasserstein distance between $F$ and $Q$, by taking the inner supremum over a smaller model class—the set of 1-Lipschitz deep neural networks. This simplification yields a simple min-max objective that can be solved through first-order methods:

$$
\inf_{\theta} \sup_{d} \left( \mathbb{E}_{X \sim F}[D_{\theta}(X)] - \mathbb{E}_{z \sim \mathcal{N}(0, I)}[D_{\theta}(G_\theta(z))] \right).
$$

(22)

The Lipschitzness of the neural network “discriminator” can be enforced in various ways, such as weight clipping, gradient penalties, or spectral normalization of the weights. To train WGAN, we simply alternate between gradient ascent on $w$, and gradient descent on $\theta$. While this approach seems to work in practice, research has shown that the simplifying assumptions made when training GANs often reflects back through difficulty training or inability in learning distributions. We revisit these issues in depth in the coming lectures.
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