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Abstract. We study packet buffering, a basic problem occurring in network switches. We con-
struct an optimal 16/13-competitive randomized online algorithm PB for the case of two input
buffers of arbitrary sizes. Our proof is based on geometrical transformations which allow to identify
the set of sequences incurring extremal competitive ratios. Later we may analyze the performance
of PB on these sequences only.
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1 Introduction

Nowadays, the performance of network backbones depends on the speed, with which network
devices can switch data packets arriving at the input ports to the appropriate output ports.
Since the traffic is usually bursty, the rate of arriving packets might be much higher than the rate
with which the device can transmit them, and in result packets might get lost. This motivates
the use of buffers attached to the input ports; these buffers can accumulate incoming packets
and store them for later transmission. The capacity of buffers — although usually large — is
limited, which makes buffer management techniques crucial for minimizing the data loss.

We study a basic problem in this context. We consider a network device which has m input
ports and one output port. Each input port has an attached buffer which can store up to B
packets; we assume that all packets are of unit size. Time is slotted into time steps. At any
time step, any number of packets may arrive at the input ports and they are appended to the
appropriate buffers. If a buffer cannot accommodate all the packets, the excess is lost. At any
time step, the device can transmit one packet from one buffer; the buffer managing algorithm
has to choose which buffer to send from. The scenario described above is typical for input-
queued switches or routers. Additionally, this model, in which packets are equally important, is
typical for current IP networks.

In our setting no information about the future is available to the algorithm. In particular, we
make no probabilistic assumptions about the input. For analyzing the efficiency of our algorithms
we use competitive analysis [13], and — on any input sequence — compare the throughput (the
number of packets transmitted) of our algorithm and the optimal offline schedule. For any
algorithm A and any sequence of packets arrival 7, we denote the throughput of A on 7 by
Ta(7). We call a deterministic algorithm ALG c-competitive if for all sequences 7, it holds
that ¢ - Targ(7) > Topt(7), where OPT denotes the optimal offline algorithm. Number ¢ is
called a competitive ratio of the algorithm ALc. If ALG is a randomized algorithm, then in the
definition above we replace Tar,g(7) with its expected value.
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Previous Results. There are several results for the basic model described above. As the
optimal competitive ratios can differ depending on the values B and m, the results address
particular classes of these values.

First, we consider deterministic algorithms. The general upper bound holding for all values
of B and m was given by Azar and Richter [2]. They proved that any deterministic work-
conserving (i.e. serving a non-empty queue) algorithm is 2-competitive. They showed that for
B =1 no deterministic strategy can be better than (2 — %)—Competitive and presented a lower
bound on the competitive ratio of 1.366 — ©(1) which holds for any fixed B. Albers and
Schmidt [1] improved that bound showing that for any fixed B and for large m the lower
bound can be arbitrarily close to e/(e — 1) ~ 1.582. They also showed an algorithm Semi-
Greedy which is 1.944-competitive for B > 2 [12]. For B = 2 this algorithm is optimal and
1.857-competitive; for B — oo the algorithm is 1.889-competitive. For m = 2 and B — oo,
Schmidt [11] demonstrated a lower bound of 16/13 = 1.231 and proved that a greedy algorithm
achieves a ratio of 9/7 ~ 1.286.

Randomized algorithms were also considered: Schmidt [11] showed a 3/2-competitive Ran-
dom Permutation algorithm; the competitive ratio holds for any values of B and m. For the
lower bound, define h(n, k) as

h(n,k) = bt n and h(n) = miIg h(n, k) . (1)
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A lower bound claimed by Albers and Schmidt in [1], whose proof can be found in [12], states
that for any value of B the competitive ratio of any randomized algorithm is at least h(m).
This value is equal to 16/13 for m = 2 and approaches 1.466 for m — oc.

Our Contribution and Paper Outline. In this paper, we present a randomized online
algorithm which — for the case of m = 2 buffers with arbitrary buffer size B — achieves the
optimal competitive ratio of 16/13 ~ 1.231.

Most papers on packet buffering concentrate around developing a smart algorithm and then
comparing its behavior to the optimal one. Hence, the optimal algorithm is considered only in
the analysis. We employ a different approach. In each step, we trace the set of possible states
of the algorithm, which would so far serve the sequence in optimal manner. Then, by keeping
the state of our online algorithm as close to the center of this set as possible, we ensure that
it performs well compared to the optimal solution. This technique bears some similarities to
the well-known work-function technique, used for constructing many optimal or almost optimal
online algorithms (for example, for k-server [7] or page migration [3]).

Initially, we construct and analyze a deterministic algorithm PBF in a setting that allows
PBF to have fractional number of packets in its buffers. We note that the lower bound on
the competitive ratio of h(2) = 16/13 holds also for such model. The proof of PBF optimality
consists of two parts. In Sect. 3.2, we show how the hardest sequences for PBF look like. We
show that these input sequences (we call them regular) have very special structure, which we
exploit to bound the competitiveness of PBF. We prove this by developing a geometric view
on the packet buffering problem; such approach turns out to be surprisingly successful. Finally,
using a potential function-like argument, in Sect. 3.3, we show that the performance ratio of
PBF on any regular sequence is at most 16/13. We note that the idea of reductions of arbitrary
sequences to the most difficult ones can be found in the previous papers, for example in [11].

As we mentioned above, PBF is a deterministic algorithm which is optimal in an extended,
fractional model. We note that the most straightforward translation of this solution into a ran-
domized non-fractional one does not work. Instead, using techniques similar to randomized



rounding [10], we construct a two-dimensional rounding technique, which yields an optimal
algorithm PB.
For clarity, the proofs of technical lemmas were moved to the appendix.

Related Work. One of the most straightforward generalizations of the considered simple
scenario is the model in which packets have values and the objective is to maximize the total
value of packets sent. Although yet not commonly seen in practice, these Differentiated Services
allow Internet Service Providers to assign different levels of Quality of Service to different data
streams.

There are several results concerning the case of maintaining a single buffer, where packets
have to be transmitted in FIFO order and where preemption (eviction of packets already in
buffer) is allowed. Currently, the best deterministic preemptive greedy algorithm due to Englert
and Westermann [4] achieves a competitive ratio of 1.732 and the best known lower bound for
this problem, 1.419, is due to Kesselman et al [6]. There has also been work on a so-called
bounded-delay model, in which no FIFO order is enforced but packets have deadlines (see,
e.g., [5]). Azar and Richter [2] showed how to cope with multiple queues, presenting a general
technique of transforming algorithms for single queue into multiple queue algorithms, losing
factor 2 in the competitive ratio.

The packet buffering problems were also considered under some probabilistic assumptions
on the input sequence (see e.g. [9]). However, there is an observed evidence that the nature of
data traffic in networks is chaotic [8] and does not follow standard patterns like Poisson arrival
model.

2 Preliminaries

First, let us formally define the input sequence. We transform a description of packets arrivals 7
into a sequence of requests ¢ with more convenient form. For each time step in which there are
no new incoming packets, we append a request IDLE to sequence o. For a step in which there
are new packets at input ports, say xg packets at buffer 0 and z; packets at buffer 1, we append
ApD(0)" ADD(1)" IDLE to 0.

By o; we understand the t-th element of o and by | the contiguous subsequence of &
starting at position (step) a and ending at b. Additionally we define o' as the first ¢ elements
of o, i.e. ofi; in particular, 0% denotes an empty sequence e. We say that the request oy is
processed in step t. For any two sequences o and ¢’ we denote their concatenation by oo’.

Semantics of Request Sequence. For any algorithm ALG, the state of its buffers at the end
of a given step can be described by a pair AYG € {0,..., B} x{0, ..., B}, where the coordinates
denote the number of packets in the respective buffers. For any request (sub)sequence o, we use
G () to denote the state of ALG after it starts with empty buffers and serves the sequence o.
In particular, by 2 (o?) we mean the state of ALG after processing the first ¢ steps of o, and
thus A4 (60) = (0,0).

The semantics of the requests from ¢ sequence is straightforward. Fix any step t. For an IDLE
request, ALG may choose a non-empty buffer ¢ and transmit one packet from it. Although the
algorithm may also choose not to transmit a packet, any such algorithm can be transformed
to a work-conserving one, which sends a packet whenever possible, and the competitiveness of
the obtained algorithm is not worse. The way of choosing the buffer for transmission is called
pivoting rule. Note that this rule is the only factor that determines the behavior of the algorithm.



If o4 is an ADD(7) request, a new packet is added to the buffer i. If the number of packets at
the i-th buffer is already B, then the packet is immediately lost. Let ¢AMG (') be the number
of packets that are actually added to the buffer in step t, £ALG (o) € {0,1}. We extend this
definition to IDLE steps, setting £AFC (o) = 0 for them.

At the end of the input sequence, the algorithm empties all the buffers; we may assume that
they are all transmitted in one batch.

Let # = [0, B] x [0, B]. We may view 2G| the state of ALG, as a point from H NN2. Then,
the IDLE and ADD operations described above have obvious geometric interpretation. For any
state &, xo and 21 denote the number of packets in the respective buffers, and ||z| = zo + 1.

Fractional Model. It is now straightforward to generalize the above description to a fractional
model, where the state of ALG can be any point from # (also the one with fractional coordinates).
In particular, the algorithm serving IDLE request may choose to transmit fractional parts of
packets from different buffers, with the only requirement that the total mass of transmitted
packets is at most 1. More formally, during an IDLE request in step ¢ of o, ALG chooses a vector
A(t) = (80,01) € [0,1] x [0,1] such that dg + §; < 1 and x2S (a!=1) > §;(¢) for i € {0,1}.
Then the effect of this request is reflected by a new state £A%(g?) = ALG(0t~1) — A(t) of
the algorithm. Note that the definition of /A% (5?) can be extended to the fractional model in
a straightforward manner.

Although we allow online algorithms to use fractional parts of the packets, to simplify our
analysis we compare them to the optimal offline algorithm which still works in the standard
model.® We note that the lower bound of 16/13 holds in the fractional model, as well.

Competitiveness. For any sequence o and any deterministic (not necessarily online) algorithm
ALG, we define a function lossap,g (o) as the number of packets lost by the strategy ALG on o,
under the condition that ALG starts with empty buffers. For any algorithm ALG and two
sequences o and 7 we define A, lossapg(7) = lossarg(o7) — lossara (o).

Obviously, the losses can occur only due to ADD requests which overflow some buffer. There-
fore, if o is the whole sequence, lossaLc(0) = > 4.,,—app(1l — (ALG (o). Let S(o) denote the
total number of packets added in o, i.e. the number of ADD requests. The throughput of ALG
(the number of transmitted packets), denoted Targ (o), is then equal to S(o) — lossarg(o).

Consider a sequence o. Let OPT be an optimal (offline) algorithm for the packet buffering
problem, i.e. the one which minimizes the number of packets lost. We define the performance
ratio of (an online) algorithm ALG on o as

o TOPT(O') . S(O’) — |OSSOPT(O')

Rara(o) = Tarc(o) B S(o) — lossarc (o) '

(2)

If X is any set of sequences, then Rarc(X) = sup,ex{RarLc(0)}. Let Q be the set of all possible
sequences; then the competitive ratio can be defined as Rarg = RaLc(Q). If Rarg < «, then
we call ALG a-competitive.

OPT State Space As mentioned in the introduction, we would like to rely the behavior of our
algorithm on tracing the state of some optimal off-line algorithm buffers in each step. Obviously,
the complete knowledge about this state is not available to an on-line algorithm. Instead, we
will focus on extrapolating a set of possible OPT states which can be inferred from the already

3 Although it is not needed for our reasoning, it appears that this restriction does not constrain the power of
OPT.



seen prefix of o. In each step we trace a certain set Z(o?) of possible states whose relation to
an optimal solution is presented in Lemma 2.
We define set Z inductively as Z(o?) = {(0,0)}, and

(Z(o¥1) — (1,0)) U (Z(o*1) — (0,1)) if oy = IDLE
Tore(0") =  Z(st1) + (1,0) if o; = ADD(0) (3)
Z(a1) +(0,1) if oy = ADpD(1)

Towe(0)NH i Tppe(a) NH # 0

Z(oth) otherwise .

I(o") = (4)

An intuition behind the set Z(o!) is that it contains states of all algorithms which try to
greedily reduce their loss, i.e. postpone losing packets. A straightforward induction shows that
the number of packets in each state from the set Z is the same (we denote this number by ||Z]|)
and Z consists of non-fractional states contained in an anti-diagonal interval (see Fig. 1a). We
call an ADD request hit if it reduces the number of elements in Z.

We say that a state (ki, k) is majorized by (ki kb) (we write (ki1, ko) < (K, k%)) if k1 < k]
and ko < k}. We define shadow of Z, denoted SH(Z), as the set of all the states which are
majorized by some state from Z. The following technical lemmas show the relation between the
set Z, optimal solutions and other work-conserving algorithms.

Lemma 1. For any input o and any work-conserving algorithm ALG, G (o) € SH(Z(0)).

Lemma 2. There exists an algorithm A, such that €4 (o) € Z(ct) for any step t. Every algo-
rithm with such property is optimal and loses a packet in step t on ADD request if and only if
I(ot) = Z(o'Y).

The main implication of Lemma 2 is that we get a convenient description of the loss of
an optimal algorithm. Namely, we can compute lossopr(c) by counting all ADD requests, for
which Z(o?) = Z(o~!). Note that such equality may occur only when Z(o!~!) is a singleton set
at one of the upper boundaries.

Of course, we would like to achieve the performance of A, but the main difficulty in con-
structing an online algorithm mimicking such A is that usually knowing only o, we can neither
predict the exact state of A in step t+ 1, nor the future shape of Z sets. However, as we already
said, on the basis of computed Z(co?), we can in some way extrapolate Z(c'*!) and the behavior
of an optimal algorithm A.

3 Algorithm PBF
In this section, we present an algorithm PBF, which is optimal in the fractional model. Let

ri(0) = zfBY (o) — min z; forie {0,1} . (5)
z€Z(o)

Assume that the adversary decides to issue a maximum number of ADD(7) requests without
incurring a loss to OPT. Then r; would be the number of packets lost by PBF. If r; < 0, PBF
cannot lose packets in this way (see 1 in Fig. 1b). We note that r; can be efficiently computed
by an online algorithm (as Z can be described by a few parameters). Let bal(c) = ro(o) —r1(0)
be called balance.
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Fig. 1. Illustration of the set Z and PBF parameters; rg > 0, 11 <0

When PBF encounters IDLE request in step t of o, it computes a new shape of the set Z(o?)
first. Then it transmits a total mass of 1 packet, so that the resulting value of |bal(c?)| is as
small as possible. This rule can be interpreted geometrically as choosing a new state A% (o)
as close to the perpendicular bisector (hence the abbreviation PB; F stands for fractional model)
of the set Z as possible.

3.1 Outline of the Proof

In the remaining part Sect. 3, we prove the following theorem.
Theorem 1. For any buffer size B, PBF on two buffers is 16/13-competitive.

We prove it inductively on B. Obviously, for B = 0, the theorem trivially holds (with com-
petitiveness 1). Below we present the roadmap of the proof. As we mentioned in the introduction,
the proof is divided into two parts. In the first one, we narrow down instances on which PBF
has high competitive ratio. In the second part, we restrict our analysis only to these instances.

For any integers x and y, by a block B(z, y) we denote a subsequence IDLE® ADD(0)Y. We also
denote the sequence ApD(0)” ApD(1)” by A. By main diagonal (MD) we mean the diagonal of
the square, which contains all fractional states z such that ||z|| = B. We say that Z is above, at,
or below MD if ||Z|| is, respectively, greater, equal, or less than B. We introduce the following
classes of sequences.

Definition 1. We denote the set of all sequences by Q. We also define the following sets of
sequences.

— Qpn: non-trivial.
o € Qu if it ends with ADD incurring loss to PBF and V¥ (o) # (0,0) fort > 0.
— Qp: proper.
o € Qp if it is non-trivial, starts with A, and Z(c') is above MD for all t > |Al.
— Qu: uniform.
o € Qu if o is proper and after initial A, consists only of ADD(0) and IDLE requests.
— Qpg: regular.
o € Qp if o is uniform and has the form AB(x1,y1) B(z2,y2) ... B(xn,yn), where after
each block B(z;,y;), =8 BF = B.

The course of the proof is to show each of consecutive relations below.

Rper < Reer(9n) < Reer(Qpr) = Rer(Qpr) < Rar(Qu) < Rar(Qr) (6)



Rar denotes the performance ratio of a natural GREEDY algorithm (see [11]), which is de-
fined formally later. We show these inequalities in Sect. 3.2. Then, in Sect. 3.3, we prove
that Rgr(Qr) < 16/13. On the other hand, on the sequence v(B) = AB(B,B)B(B, B).
PBF transmits % - B packets, whereas OPT transmits 4 - B. Hence, for B > 1, it holds that
Rppr > Rpepr(v(B)) = %, and therefore all inequalities above can be replaced by equalities.
We note that by [1,12], the competitive ratio of any online algorithm ALG is at least h(2) = 13,
and therefore PBF is optimal.

3.2 Worst-case Sequences

In this section, we consecutively prove all inequalities of (6) but the last one. In general, in
order to show that Rapg(Q1) < RarLc(Q2), we show that for any o € Qj, we can transform
it to obtain a sequence ¢ € Qs, such that the performance ratio of ALG does not decrease.
Intuitively, & is more difficult for ALG than o.

Changes in Balance. We start from several simple definitions and observations. We define
len(Z) as the length of the smallest interval containing set Z. This amount is equal to the number
of 7 elements minus 1.

We conceptually divide each step into two parts. In the first one, the adversary issues
a request and as a result the set Z is changed. In case of an ADD request, "B is changed as
well. In the second part, which is present only for IDLE requests, PBF transmits some packets.

As a result of an ADD(7) request, ; may decrease by one. This can happen only if just before
this request the set Z touches (i.e. has non-empty intersection with) the upper i-boundary of #,
where upper i-boundary is H N {(ko, k1) : ki = B}. We call such an ADD(7) request a hit; such
an ADD reduces the value of len(Z) by one.

If 7 is above MD, then in a step with IDLE request, both r; increase by 1, and therefore the
balance remains unchanged. On the other hand, if Z is at or below MD and it touches the lower
i-boundary of H, the corresponding r; remains unchanged. If Z touches only one boundary, the
balance may therefore change by one. In total, upon an IDLE request, in the first part of a step
len(Z) increases by 1 minus the number of lower boundaries Z touches and in the second part
PBF changes its state according to its pivoting rule. These observations lead to the following
technical lemmas.

Lemma 3. For any sequence o, if Z(c) is below or at the main diagonal, then bal(c*) = 0.

Lemma 4. For any sequence o, there ezists a non-trivial sequence &, such that Rppr(o) <
Rppr(o).

Proper Sequences. Consider a non-trivial sequence ¢. By the definition, at the end of o, set 7
touches an upper boundary (in the following informal description, we assume that it touches
both boundaries). However, if we look from the adversary point of view, it is not obvious when
this should happen for the first time. It is also not clear that keeping the set Z below the
main diagonal is not preferable — even if this constraints the growth of the set Z, the resulting
constraints on PBF’s behavior might be beneficial for the adversary.

We address the issues above by showing that proper sequences incur the worst performance
ratio of PBF. Namely, we prove that for any non-trivial sequence o, there exists another se-
quence o with not smaller performance ratio, such that o starts with filling the buffers with
packets and later it keeps the set Z all the time above the diagonal.



We construct o on the basis of o, so that after initial filling the buffers, & contains almost
the same steps as 0. We can imagine that we have two instances of PBF running “in parallel”
on o and on . We show that it is possible to maintain an invariant that the set Z and the point
2B for & are equal to Z and x"BF for o translated by some vector. This invariant allows us
to prove that the performance of PBF can only worsen by replacing o with o.

How do we create o7 If the request of o does not change len(Z) and the spatial relation
between Z and "B, we do not append anything to . Otherwise, if we have an ADD request
in o, which is a hit, then this ADD appended to & is a hit as well (as Z(¢) touches both
boundaries). The only problem arises when we have an IDLE request in o occurring when 7
touches both lower boundaries, as in this case len(Z) decreases. To simulate such change also on
the instance o, we introduce an additional request LIFT. We justify this enhancement later in
this section, by showing that the adversary does not need LIFT to impose the worst competitive
ratio.

Making Sequences Proper. For the formal proof, we have to extend the notion of proper
sequences. Let H(ko, k1) be the largest square contained entirely in H, with an upper corner at
(ko, k1), i.e., the edge length of such square is min{ko, k1 }. Note that H (B, B) = H. We say that
a sequence o is (ko, k1) -proper (or just properif kg = ki = B) if it begins with ADD(0)" ApD(1)*
and Z(o') is always contained in the triangle corresponding to the half of H(ko, k1) above its
main diagonal. By a straightforward induction, we get the following fact.

Fact 2 If o is (ko, k1)-proper, then Z(o') has always mazimal possible length, i.e., it contains
all states of H(ko, k1) with ||Z(c)|| packets.

Let b;(o!) = min, ez(ot) B —zi be the distance between Z and the upper i-boundary in step ¢.
Let b;(0) = miny<i<|,| bi(c"). We note that both ||b]| and [|b*|| start from 2 - B. Moreover,
b; never increases during runtime.

We also introduce a new request LIFT, which adds a half of a packet to both buffers of PBF.
When it is issued in step ¢, it changes set Z in a way opposite to the effect an IDLE request
would have. Namely, we extend definition (3) by the following case.

Zore(0) = (Z('™1) + (1,0)) N (Z(e"™1) +(0,1)) N H(bo(o™1),bi(c'™1)) if oy = LirT (7)

It appears that this artificial request helps us to normalize the behavior of PBF. Our goal is to
show a transformation from an arbitrary sequence without LIFTs to a proper sequence possibly
containing LIFTs. The most important property of this transformation is that in each step ¢t it
preserves the spatial relation between Z(o*) and "B (o).

Let P,(0) be constructed in the following manner. We define A,len(a) = len(Z(oa)) —
len(Z(0)). Let Py(e) = App(0)Z %) App(1)2~11() Let

P,(ct) IDLE if o411 = IDLE and A,¢len(opy1) = 1,

P, (o) LIFT if 0441 = IDLE and A, ¢len(oy41) = —1,

)

P, (ot = )
P,(ct) ADD(i) if o411 = ADD(i) and this ADD(i) is a hit,

)

otherwise.

Although this is not necessary in our reasoning, we observe that if ¢ is proper, then
Ps(o) =0.

Lemma 5. For any o and corresponding P,(0), the following invariants hold for all0 <t < |o|:



(B =b5(0), B = b7(9))

square H(B — bj(0), B — bi(0))
— set Z(P,(0))
- - set Z(o)

2P (Py (0))
a:PBF(U)

Fig. 2. Transformation P

(i) len(Py(c")) = len(c");
(it) 1i(Po(0")) = ri(c") fori € {0,1};
(iii) S(o') = S(P(c")) + (67 (o) + mini{bi(a*) — b7 (0")} = 0;
(iv) lossopT( P, (o t)) lossopr(ct) and lossppr (P, (at)) = lossppr(at);
(v) Pol0) is (B = bj(e), B — b;(c))-proper.

Proof. We prove the invariants inductively. At the very beginning, for ¢ = 0, invariants (i), (ii),
(iv) and (v) trivially hold. For invariant (iii), we note that S(e) = 0, S(P,(€)) = ||b*(o)], and
b*(0%) = b(c0).

Assume that invariants hold for some ¢ < |o|; we show that they hold also for ¢ + 1. The
cases are depicted on Fig. 3. By MD’ we mean the main diagonal of H(B — bi(c), B — bj(0)).

1. 04+1 = IDLE. Invariant (iv) holds trivially as IDLE request cannot generate loss. Since o is
non-trivial, it holds that ||z"B¥ ()| > 1. We prove invariants (i), (ii), (iii) and (v) for the
following three subcases, depending on the value of A:len(oy41).

(a) If Atlen(oyy1) = 1, then an IDLE request is appended to P, (o). We note that in this
case len(o!) has to be shorter than the length of MD’. By invariant (i), len(Py(o?)) =
len(c?), and thus Fact 2 implies that Z(P,(c!)) lies strictly above MD’. Therefore,
Ap(stlen(IDLE) = 1, which proves invariants (i) and (v). Moreover, both values of r; for
ol and P, (o!) increase by 1, which yields invariant (ii). Invariant (iii) is fulfilled trivially,
as none of the terms on its left hand side changes.

(b) If Agtlen(orr1) = 0, nothing is appended to P, (o!), and thus len(P,(c?)) does not
change. This proves invariants (i) and (v). The considered case may occur only if Z(o?)
is at or below the diagonal of H(B — bj(c), B — bj(c)), which, by Lemma 3, implies
that bal(c!) = bal(c*!) = 0. As ||z"BF(¢")|| > 1, PBF is able to transmit a packet,
and it can compensate the increase of one of r; caused by the shift of Z. This proves
invariant (ii). For proving invariant (iii), we note that only b; can change, but they may
only increase.

(c) If Asilen(oty1) = —1, then a LIFT is appended to Py (c?). Since P, (o) is (B—bf(c), B—
b%(o))-proper, by Fact 2, the corresponding set Z(P,(c!)) has maximal possible length
and therefore Ap_(,t)len(LIFT) = —1, which shows invariant (i) and (v). The proof of
invariant (ii) is the same as in the previous case, because bal(P, (o!) LIFT) = bal(P,(c?)).
For proving invariant (iii) , we note that the increase of S(P, (o)) is compensated by
the increase of by and b.

2. o4+1 = ADD(j) request. We consider two subcases, depending on whether this request was
a hit.
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1a) IpLE 1b) IDLE 1c) IDLE
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2a) ADD(0) (not hit) 2b) ApD(0) (hit)

square H(B — bj(0), B — b;(0))
— set Z(P,(c?))
/ — set Z(at)
= state (B —bj(0), B —bi(0))
2PBY(P,(ot)) or FBY (o)

Fig. 3. llustration for the case analysis of Lemma 5.

If ADD(j) is not a hit, then P, (c*!) = P, (o), and thus the increase of len(Z(P (o)) and
len(Z(0)) is equal to 0. In this case, r; values remain unchanged both for sequence o*
and P, (o). Additionally, there is no loss incurred neither on OPT nor on PBF since by
Lemma 1 only a hit can incur loss to PBF. This proves invariants (i), (ii), (iv), and (v).
For invariant (iii), we note that S(o') — S(P,(c!)) increases by 1 and b; decreases by 1.
If b7 (') does not change, then the invariant holds. If bj decreases, it may happen only
if b;‘f(at) = b;(o). In this case, the last term on the left side of the inequality is equal to
zero, and the invariant holds as well.

If ADD(j) is a hit, then ADD(j) is appended to P, (o?) sequence. Obviously, invariant (v)
is preserved. By Fact 2, ADD(j) is also a hit in P, (o), i.e., both Z(a*) and Z(P(c?)) touch
the upper j-boundary. By invariant (i), we have that Z(P,(c!)) = Z(c*) + (o, d1), where
d1—; > 0 and §; = 0. Furthermore, this observation combined with invariant (ii) for
step ¢ implies zVBF (P, (a?)) = 2B (a?) + (80, 61). Because the shift caused by ADD(4)
is perpendicular to the vector (dg, d1), lossopr and lossppy incurred in this step depend
only on the length len(Z) and r; values. We conclude that invariant (ii) and (iv) are
preserved. Finally, since ADD(j) is a hit, b* and b do not change and both S(.) increase
by one, which proves invariant (iii).

This finishes the proof of all invariants. a

We use the lemma above to show that in the analysis of PBF, we may restrict our consid-

Proof.
with ADD(0). Therefore, bi(c) = bp(c) = 0, and by the technical lemma above, P, (o) is (B, B—
bi(o))-proper. If additionally bj(c) = 0, then by invariant (iii) of Lemma 5, S(o) > S(P,(0)).
This combined with invariant invariant (iv) of the same lemma allows to take ¢ = P, (o) and
obtain RPBF(O') < RPBF(G)-

eration to proper sequences only.

Lemma 6. For any non-trivial sequence o, there exists a proper sequence & (possibly containing
LIFT requests) such that Rppr(o) < Rppr(0).

As o is non-trivial, by Lemma 1, it ends with a hit. W.l.o.g., we may assume that it ends
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The problem arises if bj (o) > 0. Consider P/ (o) equal to P,(c) but with bj(c) of ADD(0)
requests removed from its beginning. By Lemma 5, P/ (o) is a proper sequence in square [0, B —
bi(0)] x [0, B — bj(0)]. The only difference between P, (o) and P, (o) is that P, (o) uses bj(o)
packets less and thus, by invariant (iii) of Lemma 5, S(o) > S(P,(0)). In effect, Rppr(o) <
Rppr(P.(0)). We note that the latter performance ratio holds if it is computed for smaller
buffer sizes, namely for B’ = B — bj (o). However, by the inductive assumption, PBF is 16/13-
competitive for B’, and hence Rppr(c) < 16/13. At this point we may stop our analysis, because
this is what we want to prove in Thm. 1. On the other hand, we may prove the lemma itself by
choosing ¢ = v(B) or any other proper sequence with the performance ratio equal to 16/13. O

Uniform Sequences. An important observation at this stage is that when we constrain
our consideration only to proper sequences o (possibly containing LiFTs), PBF behaves like
a GREEDY algorithm. The set Z always touches both upper boundaries of H (and in fact, the
whole set 7 is therefore defined by a single variable ||Z||). Thus, its perpendicular bisector always
coincides with the main anti-diagonal of H and PBF just tries to move as close to it as possible,
i.e., transmits packets to minimize the maximal level of packets in its buffers. This is exactly the
pivoting rule of GREEDY. Note that it does not mean that PBF is just a GREEDY algorithm,
which is known to be not optimal. It only means that it behaves in such manner on special kind
of sequences (the proper ones). The worst-case behavior for the GREEDY algorithm is incurred
by a sequence which do not start from full buffers (see [11]). Now, we want to further simplify
the structure of the worst-case instances.

Lemma 7. For any proper sequence o, which may contain LIFT requests, there exists a uniform
sequence o, such that Rgr(o) < Rar(0).

Proof. We show a series of transformations of o, which eventually lead to a uniform sequence &.
If o is not uniform, it contains some LIFT and/or ADD(1) requests; let o1 be the last of them.
We show that if we replace o141 by ADD(0) and possibly exchange the roles of ADD(0) and
ADD(1) in o®, then the resulting sequence, called &, incurs non-smaller loss on GREEDY. As the
number of injected packets is the same for o and ¢ and on proper sequences the set Z behaves
identically for any injection request (ApD(0), ADD(1) or LIFT), we obtain Rgr(d) > Rar(0o).
After repeating the above operation at most |o| times, we end up with a desired uniform
sequence . (This sequence is equal to o with all ADD(1) and LIFT requests replaced by ADD(0).)

In the following, for succinctness, we omit GR subscripts and superscripts. If zg(c®) >
x1(c%), then we set 7* = 0¥, otherwise we set &* to be equal to ¢* with the roles of ADD(0) and
ADD(1) exchanged. This way, it is guaranteed that xo(*) > x1(c*) and || (7%)|| = ||z (c¥)|. As

|o|
k+2°

Recall that z(*) > x1(c*). Furthermore, all the requests within 5‘/‘1;‘1 are either ADD(0)

that increase only zy coordinate or IDLE requests that (for GREEDY) cannot change the ordering
of ¢ and z1. Therefore,

already stated above, ox+1 = ADD(0). Moreover, ¢ has the same length as o and 5||,:J|FQ = 0]

20(5%) > z1(5%) (9)

for any t € {k,...,|o|}. Now, we show inductively show that the following invariants hold for
any t € {k,...,|o|}.

() [z (@) = [J= (@)

(i) 20(0") — 21(¢") > wo(0") — w1(0")

The induction basis holds trivially by the choice of 7*. We assume that these invariants hold
for some t < |o| and we consider two cases.

11



1. 0¢+1 = IDLE. In this case, invariant (i) is trivially preserved. For showing invariant (ii), we
define § = zg(c') — x1(co?). If § > 1, then both instances of GREEDY transmit a packet from
buffer 0 and thus invariant (ii) is preserved. If 0 < § < 1, then xg(o'™!) — z1(ot™!) = 0. If
6 < 0, then again we use the fact that GREEDY does not change the relation between x
and z1, and therefore xo(c'*!) —z1(c'™1) < 0. But (9) implies that xo(c**!) — 21 (1) > 0,
which settles invariant (ii).

2. 4+1 = ADD(0). By adding invariants (ii)) and (i) for step ¢ and reorganizing terms, we
obtain x1(c?) > x1(c"). As the buffer 1 is left untouched in step ¢ + 1, z1(oT!) > z1(tH1).
For showing invariant (i), we observe that if zo(c') < B — 1, then the LHS of invariant (i)
increases by 1 and the RHS increases by at most 1. Otherwise, ||z (o?™1)|| = B+ x1(ot™!) >
B+ 21(c"!) > ||z (6'Y)||. For showing invariant (ii), we observe that if zo(¢') < B — 1,
then the LHS of invariant (ii) increases by 1 and the RHS increases by at most 1. Otherwise,
x0(5t+1) _ x1(5t+1) — B— x1(5t+1) > B — l‘l(at'H) > :Eo(at+1) _ :El(O’H_l).

Finally, we may compare the losses of GREEDY on ¢ and . During any packet injection,
the loss of an algorithm plus the increase of ||| is equal to 1. Therefore, invariant (i) implies
that loss(c) > loss(o). 0

Regular Sequences. We cannot analyze uniform sequences easily, because IDLE and ADD(0)
requests can be arbitrarily mixed. In order to alleviate this problem, we show how to change
a uniform sequence into a regular one.

Lemma 8. For any uniform sequence o, there exists a reqular sequence o, such that Rgr(o) <
Rar (7).

Proof. We denote a subsequence ADD(0) IDLE by F. We process o from the beginning to the
end, looking for F. We show that if ¢ contains F and l’(()}R < B — 1 before processing this F,
then we show that such F can be removed from o without decreasing the performance ratio.
Moreover, after the removal the sequence remains proper (and thus also uniform). By applying
this removal inductively to any occurrence of F in o, we eventually get a regular .

Assume that 0 = oprec F Osuce. We look separately at the change of the throughput of OpT
and GREEDY. If ng(aprec) < B — 1, then obviously the removal of F from o does not change
the state of GREEDY and decreases its throughput by 1. The change of Topt is twofold. First,
it decreases by 1, since one IDLE was removed. Second, the throughput on gy may only
increase, because ||Z(oprec)|| > ||Z(0prec F)||- Moreover, in either case, ||| can only increase
after the removal, which implies that the new sequence is also uniform. a

3.3 Performance Ratio on Regular Sequences

In this section we prove that the performance ratio of GREEDY on any regular sequence is at
most 16/13. By the previous section, this will prove the competitiveness of PBF. We begin with
an observation on the behavior of GREEDY on regular sequences.

Lemma 9. Fiz any reqular sequence 0 = AB(x1,y1), B(x2,2) ... B(zn,yn). Then xSR(g) =
(B,B — ~;), where vop = 0 and 7; € [0,B) for all i < n. Moreover, we have the following
recurrence relation for -y;

Yi-1 if x; <vi1

Vi =
Yi—1+T4
2

if o > i1
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Proof. We prove the lemma inductively. For ¢ = 0, GREEDY ends at (B, B) and the lemma
follows trivially.

Assume that the lemma holds for i — 1. If z; < ~;_1, then during IDLE™ steps the algorithm
transmits from the first buffer, ending in the state (B — x;, B — ;). On the other hand, if z; >
~i—1, then during the IDLE®™ requests GREEDY first transmits ;1 packets from the buffer 0 and
then %~(xi—%_1) packets from each buffer, ending at the state (B—%(’yi_l +x;), B—%(%_l +;)).

Since o is regular, within the following ADD(0)¥" requests, GREEDY fills up buffer 0, ending
at state (B, B—~,_1) or (B, B—3(vi—1+1;)), respectively. As o is proper, z; < B, and therefore
v; < B for all ¢ < n. ad

Function s and the Competitive Ratio. Before we continue with the proof of the com-
petitiveness, we need to introduce a function s on interval [0,1). We use it to lower-bound the
number of packets needed by the adversary to achieve a specific state of the algorithm. We re-
frain from giving a closed-form formula, as it makes the construction unnecessarily complicated.
Fix any z € [0,1). Let i be an integer such that = € [1 — 27,1 — 2-0+1) We define

x—(1 —2_i)

s(z) =1+ 5= (1)

(10)

It is easy to check that s(z) is continuous, piecewise linear, and monotonically increasing. Its
plot is presented in Fig. 4. In the appendix, we present the proofs of the two following technical
lemmas.

Lemma 10. For any 0 < a < b < 1, it holds that s(“F%) — s(a) < b.
Lemma 11. For any a € [0,1), it holds that s(a) > % -a — 2.

Lemma 12. For any regular sequence o = AB(x1,y1) B(x2,y2) ... B(xn,yn), and a corre-
sponding sequence Y1,72, . .., Vn, it holds that >} | z;/B > s(v,/B).

Proof. We note, without proof, that if all x; were equal to B, then in the lemma statement
we would have an equality. We prove the lemma inductively, i.e., we show that > 7_; z;/B >
5(7yj/B) holds for any 1 < j < n. For j =0, we have s(y) = s(0) = 0.

Assume that the bound holds for j — 1. We consider two cases. If x; < 7,_1, then by
Lemma 9, v; = vj—1 and the lemma follows. If z; > ~;_1, then by Lemma 10 and Lemma 9, it
holds that

2;/B > s (xj/B +2”‘1/B> — 5(yj-1/B) = s(33/B) — s(vj-1/B) .

By adding the inequality above to the induction hypothesis, we get 25:1 z;i/B > s(vy;/B). O
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Fig. 5. Distribution of PB possible states

Lemma 13. For any reqular sequence o, Rgr(o) < 16/13.

Proof. Let 0 = AB(x1,y1) B(x2,y2) ... B(zyn,yn). This determines the sequence 71,72, ..., Yn-
Since o is non-trivial, both OPT and GREEDY transmit packets during all > | x; IDLE requests
of 0. Afterwards, %% = (B — ~,, B) and OPT has at most 2 - B packets; these packets are
transmitted at the end of o. Therefore, the reciprocal of the performance ratio on o is

1 _ i %) + B+ (B—m) 1 _ n/B >1_ /B > _EZE
R(o) >, x)+B+B 24+ >0 xi/B ~ 2+ s(y,/B) — 16 16 ’
where the last two inequalities follow by Lemma 12 and Lemma 11, respectively. ad

We note that (6) (and thus Thm. 1) follows directly from combining Lemmas 4, 6, 7, 8,
and 13.

4 Randomization

In this section, we describe a randomized algorithm PB, which works in a standard model and
whose expected loss on a sequence o is exactly the same as the loss of PBF on ¢ in the fractional
model.

PB traces the current state of PBF. In case of IDLE requests, PB tries to transmit a packet
in such a way, that the expected number of packets in its buffers is equal to the actual number
of packets in the buffers of PBF. In the appendix we show an argument why a straightforward
randomization of the fractional solution is inappropriate. We define PB algorithm implicitly,
i.e., in each step we show what its probability distribution over possible states should be. First,
we define this distribution for any possible state of PBF. Later, we show how to infer the actual
behavior of the algorithm on the basis of the distribution.

Definition 2. Fiz any (fractional) state of the buffers € = (ko + a, k1 + b), where ko, k1 € N
and a,b € [0,1]. Let pu(x) be a random variable with the following distribution.

— Ifa+b<1, then

(1,0) with probability a
pu(z) = (ko k1) +{ (0,1)  with probability b
(0,0) with probability 1 —a —b
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—Ifa+b>1, then

(1,0) with probability 1 —b
n(x) = (ko, k1) + < (0,1)  with probability 1 — a
(1,1) with probability a +b —1

We observe that E[u(z)] = . We note that this definition is purposely made ambiguous.
In particular, it can be easily verified that if a number of packets in the first buffer is an integer,
then the resulting value of u is the same, no matter whether we pick a = 0 or a = 1. The
same holds for the second buffer. Also, if a + b = 1, we may choose any of the two rules above
for setting p(x) above, and both would yield the same distribution. For more intuitions about
function u, see Fig. 5. Each point from the square represents a legal state of an algorithm in
the fractional model. Legal states of the algorithm in the standard model are represented by
dots (points with integer coordinates). Then pu(x) is just a function which assigns probabilities
to the vertices of a triangle enclosing x. If  lies on a triangle edge or at a triangle vertex, then
wu(x) has non-zero probability on two points (ends of the edge) or at one point (the vertex),
respectively.

The following lemma shows that whenever PBF changes is state from x to x’, it is possible
for PB to change the probability distribution from p(x) to u(z’).

Lemma 14. It is possible to construct a randomized online algorithm PB for the standard
model, such that xVB (o) = u(x"B¥ (o)) for any sequence o. In effect, losspg(c) = lossppr(0).

Theorem 3. PB is %—competz’tive for the packet buffering problem on two buffers.

5 Conclusions

Although we presented an optimal algorithm for a specific case of two buffers, its main idea of
tracing set Z and trying to stay close to its center can be generalized; the game is then played
in a m-dimensional cube . The main open question is whether such algorithms can approach
the lower bound of h(m).
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A Proofs of Technical Lemmas

A.1 The Set T

Proof (of Lemma 1). We prove the lemma inductively. At the very beginning A% = (0,0) €
T C SH(Z). Assume that this lemma holds for sequence o'~!. It means that there exists a state
(ko, k1) € Z(o¥™1), which majorizes G (ot 1).

— If 0y = IDLE, then we consider two cases. If 245 (g?~1) = (0,0), then ALG remains in this
state and the lemma trivially holds. Otherwise ALG transmits a packet from a non-empty
buffer, say from buffer 0, which implies kg > 1. But (ko — 1,k1) € Z(co?), and this state
majorizes MG (o!71) — (1,0) = 2ALG (o).

— If oy = ADD(0), then we consider three subcases. Analogous reasoning applies if oy =
ADD(1).

e ko < B. In this case, A% (0?) < £AMS (011) + (1,0) < (ko + 1, k1) € Z(a?).

e kg = B and Z(c!™1) is a singleton set. In this case Z(ot) = Z(a!™1). We get 251C(o!) <
B = ko and 2% (0t) = 201G (0'71) < Ky, and therefore 241G (o?) < (ko, k1) € Z(o?).

e ko = B and Z(c'™!) is not a singleton set. By the construction of Z, Z(c*~!) contains also
(ko—1,k1+1), and therefore Z (o) contains (ko, k1+1). Similarly to the previous subcase,
246 (0!) < B = ko, 201G (0t) = 281G (08 Y) < ki < by + 1, and thus 248 (0?) <
(ko, k1 + 1).

Hence, in either case the lemma holds for o?. a

Proof (of Lemma 2). In order to prove the first part of the lemma, we show that for each step
t > 1and x € Z(o?), there exists a state Zprev € Z(0'71), such that after request o; and a proper
choice of packet transmitted, v becomes . Thus, if we choose any sequence o and any final
state from Z(o), we can reconstruct the sequence of states of an algorithm A, which remains
for the whole sequence ¢ in the corresponding Z set.

We introduce a notion of £* which is the same measure for set Z as is for an algorithm
ALG, i.e., £*(o?) is the number of packets added during an ADD request in step t to a state
from Z. For an IDLE request in step ¢, £*(¢') = 0. This means that for an ADD(0) request in
step t, Z(o!) = Z(ot=1) + (¢*,0) and for ApD(1), Z(0t) = Z(o*~1) + (0,£%).

If 0y = IDLE, then it follows from the definition of Z(o?) that either = + (1,0), = + (0,1) or
x itself belongs to Z(o'~1). Choosing T prev as such element of Z(o'1) guarantees that = can
be reached from x ey by transmitting packet from an appropriate buffer or not transmitting at
all. On the other hand, if o, = ADD(0), then we choose Tprev = & — (£*,0). By the observation
above, T ey € Z(0'1). The case of o0y = ADD(1) is analogous.

Moreover, we observe that for all the requests, it holds that ¢4 = ¢*, which means that A
loses a packet during an ADD request which does not change the set Z.%

For proving the second part of the lemma, we fix any algorithm A, which is always in the
set Z. Note that ||z*|| = ||Z||. For proving the optimality of A, we show that for any algorithm

EALG

4 Tt may only happen if 7 is a singleton set.
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ALG and any input sequence o, loss®*C(g) > loss? (o). Without loss of generality, we may
assume that ALG is work-conserving.

When we look at the number of packets lost by ALG in the consecutive steps, we notice
that the fewer packets it has, the harder it is to force it to lose another packets. Thus, one may
try a strategy of losing more packets than strictly necessary at some step, and then winning
back not only the surplus lost, but also some additional ones. We show that no such strategy is
feasible.

We inductively prove that for any input o and step 0 < ¢t < |o|, it holds that

l2A4 (0" ]| + lossara (o) > [ (0")]| + lossa(o”) - (11)

Obviously, it holds for ¢ = 0. For an ADD requests, both sides of inequality increase by 1,
i.e., either the ADD request incurs a loss to an algorithm or shifts its position in appropriate
direction. For an IDLE request, there is no loss generated. By Lemma 1, |G| < ||z, and
therefore if ALG transmits a packet, A does this as well. Hence, (11) holds.

Finally, |G| < ||z4|| together with (11) implies lossar,q (o) > loss4 (o), which finishes
the proof. a

A.2 Non-trivial Sequences

Proof (of Lemma 3). It is sufficient to show that the balance is at most max{|Z| — B,0}.
Initially, this condition is trivially fulfilled. Assume that this condition holds at the end of
step .

If 0441 = ADD(i), then the balance changes by 1 only if this ADD(7) is a hit, in which case
7 has to be above or at MD. As a result, max{||Z|| — B, 0} increases as well.

If 0441 = IDLE, then the balance may increase only if Z is below or at MD and touches
exactly one lower boundary. In this case, the PBF decreases the balance back in the second
part of the step. O

Proof (of Lemma /). First, we show that we may cut off our sequence o after the last ADD
request which incurs a loss to PBF. Indeed, if o does not end with ADD request inflicting loss to
PBF, then let o/ = /7171, We have S(¢’) < S(0), lossopr(c’) < lossopr (o), and lossppr(0’) =
lossppr (o). Therefore, Rppr(o’) > Rppr(o). By proceeding inductively, we obtain a sequence
ending with an ADD request which incurs a loss to PBF.

For proving the second part of the non-triviality property, we show that if o contains a step t,
such that £"B¥ (o!) = (0,0), then there exists a strictly shorter sequence &, such that Rppp () >
Rppr(o). If a newly obtained sequence ¢ is not non-trivial, then we may apply this scheme
inductively on &. After finitely many steps, we get a non-trivial sequence @, such that Rppr(c) >
Rppr (o).

To show this, we take the last step ¢ for which z"B¥(a?) = (0,0). By a straightforward
induction, we observe that it may only happen when Z(c?) touches both lower boundaries. Let
L = ||Z(c")]|. Our goal is now to show that if we insert L IDLE requests directly after step ¢, then
we may change the remaining suffix of ¢, so that the performance ratio of PBF does not decrease.
Sequences 7 = ¢! and \ = ali'l fulfill the requirements of Lemma 15 (see below). By applying
this lemma L times, we obtain a sequence of IDLE” ), such that Rppr (ot IpLEY 1) > Rppr(o)
and |n| = |A|. Moreover, z"PF (st IDLEL) = (0,0) and Z(o! IDLEF) = {(0,0)}, which means
that after the first ¢ + L steps the game between PBF and the adversary starts over. In effect,
Repr (ot IDLEY ) < max{Rppr(c?), Rpar(n)}. We pick & to be either of or 7, choosing the
one with higher performance ratio. Finally we note that for any such choice |g| < |o|, and thus
the lemma follows. a
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Fig. 6. Types of steps defined in the proof of Lemma 15

Lemma 15. Fiz any sequence 7, such that zFBY (1) = (0,0), 1 < ||Z(7)|| < B, and Z(7) touches
both lower boundaries. Let T = 7IDLE. Fiz any sequence A, such that mPBFLT)\t) # (0,0) for
anyt=1,...,|\. There exists a sequence X, such that |[\| = |A| and Rpar(TA) > Rppr(TA).

Proof. Note that values of S, lossopr and lossppy are the same on 7 and on 7. In the following,
we omit subscripts and superscripts at x

We create sequence P\ iteratively on the basis of A, thinking that \ is created by an adversary.
We refer to A as the original sequence and to X as the modified one. To simplify the analysis
later, we want to make h\ quite similar to A. In particular, X will have the same length as A and
will inject packets in exactly same steps. That said, h) may inject packets to different buffers
than .

Additionally, we employ the following swapping operation. As at the beginning Z(7) and Z(7)
touch both lower boundaries and z(7) = (7) = (0,0), the buffers are completely symmetric.
This means that at step ¢ we may replace all ADD(0) requests in A|Y by ADD(1) and vice versa.
Note that this does not restrict the power of the adversary of creating an arbitrary sequence:
we may think that upon swapping operation the adversary performs the same replacement in
the not yet processed part of A\. This way, we merely swapped the meaning of two buffers in the
original sequence.

We define a couple of general invariants.

(11) lossopr(TA) = lossopT(FAY);
(12) |Z(r X[ = IZGFA)] + 1.

Additionally, we divide steps into two different types and define invariants for each type. To
this end, we first introduce a few notions. By pb(Z) we denote the perpendicular bisector of the
smallest interval containing set Z. For any point of y € H, we define its horizontal position as
d(y) = y1 —yo. Thus, the horizontal position of the leftmost point of H is —B and the rightmost
one is B, cf. Fig. 6a. Note that points from the same vertical lines of A (in particular from the
pb(Z)) have the same horizontal positions. We call a difference between the values of d of two
points the horizontal distance between these two points.

A T1-type step t is depicted in Fig. 6b. Its invariants are:

(Pla) len(Z(7AY)) = len(Z (T/\t))

(P1b) pb(Z (IA )) = Pb(Z(7AY));

(Ple) z(FAY)| < [lz(rA)] < [TEXY)]; R
(P1d) z(7A!) and x (7’)\ ) lie on pb(Z(7AY)) = pb(Z(TAY)).

A T2-type step t is depicted in Fig. 6¢. Its invariants are:
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) len(Z(TAY)) = len(Z(TA); ~

) either Z(TAY) = Z(TA") + (0, 1) and both Z(7A?) and Z(7\") touch the upper 0-boundary
(we call Z(TA") right-shifted), ~
or Z(tAY) = Z(TAY) + (1,0) and both Z(7A?) and Z(TA?) touch the upper 1-boundary
(we call Z(TA') is left-shifted);

) 2@ < (|2 (7A)];

) d(z(TA")) < d(z(r)\));

) d(z(7A')) < d(pb(Z(7X)));

) d(z(rX")) < d(pb(Z(TA"))).

The inequalities in invariants (P2d)—(P2f) hold for a right-shifted Z(7\!). For a left-shifted one,
they are reversed.

We inductively show that the invariants hold. Clearly, step ¢ = 0 is of type T1: all invariants
are trivially preserved as (7) = x(7) = (0,0). We assume that the invariants hold for step
t < T and we show them for step ¢+ 1. We refrain for formally showing invariants related solely
to sets 7 (i.e., (I1), (12), (Pla), (P1b), (P2a), (P2b)) as they will follow immediately from our
construction. Unless specified otherwise, we choose A\, | = A¢y1,

Preserving invariants when t is of type T1.

1

. Ai+1 = ADD and this ADD is not a hit in sequence 7A‘*1. In this case, this ADD is also
not a hit in sequence A", By invariants (P1c) and (P1d), no loss is incurred to any of
the two instances of PBF. Hence, this ADD just shifts both sets Z and points  and all
invariants are preserved.

. At+1 = ADD and this ADD is a hit in sequence TAL We show that ¢t +1 is of type T2. As
there is no hit for the sequence TA"*! invariants (Plc) and (P1d) guarantee no loss for
both instances of PBF. This implies invariant (P2c). As d(z(tA")) = d(z (FAFL)) =
d(pb(Z(FA*1))) = d(pb(Z(TA'*1))) & 1, invariants (P2d)—(P2f) follow.

. M1 = IDLE. By the lemma assumption, ||z (7A*1)|| > 0. In this case, ||Z|| and the
number of packets in the buffers of PBF run on the original sequence decrease by 1. The
number of packets in the buffers of PBF run on the modified sequence may decrease by a
smaller amount if || (FA1)|| = 0. In either case, invariant (P1c) follows. Invariant (P1d)
follows trivially.

Preserving invariants when t is of type T2.
Without loss of generality, we assume that at step t, Z(TAY) is right-shifted, i.e., Z(T\) =
Z(FA) +(0,1). Recall that this means that both Z(7A") and Z(FA!) touch upper 0-boundary
and the horizontal distance between their pbs is exactly 1.

1

. At+1 = IDLE. If I(?:\\t) lies strictly above the main diagonal, then pbs remain intact.
As both instances of PBF are trying to reduce their distance to the respective pbs,
whose mutual horizontal distance is 1, invariants (P2d)—(P2f) are preserved. Invariant
(P2c) follows trivially. If, however, Z(7A!) lies on the main diagonal, then step ¢ + 1 is of
type T1, where invariant (P1c) follows trivially and invariant (P1d) follows by Lemma 3.

. At+1 = ADD(0). Such request is clearly a hit. If both Z are points on the boundary then
this incurs a loss of a packet for OPT in both instances. The pbs remain in place, while &
corresponding to PBF instances may be shifted. This preserves invariants (P2d)—(P2f).
Invariant (P2c) of step # states that there exists ¢ > 0 such that ||z (TA")[|4+c = ||z (7A")].
On the other hand, invariant (P2d) of step t states x1(TA) —zo(TA") < 21 (TA") =20 (TAY).
Therefore, 2o(TA!) > xo(TA\!) — ¢/2. By adding a packets to the buffer 0 in step t + 1,
the loss incurred to the modified instance can be at most ¢/2 smaller than the loss
incurred to the original one. Therefore, || (FAT)|| + ¢/2 < [z (7A1)||, which yields
invariant (P2c).
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3. At+1 = ADD(1) and Z(7A') does not touch the upper 1-boundary. As this request is not
a hit, sets Z and points x are just shifted and all invariants hold.

4. M+1 = ADD(1) and Z(7\Y) touches the upper 1-boundary. Note that in such case
d(pb(Z(TA))) = 0 and d(pb(Z(TA))) = —1. We consider two subcases.

(a) If d(z(TA¢)) < —1, then we set A" = ApD(0). For such choice, both pbs remain
intact, and invariants (P2d)—(P2f) follow. Furthermore, this step incurs no loss on
PBF on the original sequence, and therefore invariant (P2c) follows as well. Note
that this step may incur a loss of OPT on the modified sequence in case when set
Z(TA!) contains a single point (on the upper boundary). However, in such case Z(7\)
consists of a single point {(B, B)} and A1 incurs a loss on OPT on the original
sequence, too. Hence invariant (I1) follows.

(b) If d(xz(7A")) € (—1,0], then we perform swapping operation. Note that the operation
does not change the shape of Z(7A!) as this set is buffer symmetric. It does however
change the position of x(7A"), so that d(z(rA")) € [0,1) and M\y1 = ADD(0). In
particular, after performing this request, d(x (7)) < 0, and thus invariant (P2f) is
preserved. In this case, we set A‘t! = ADD(0) and apply the analysis from case 2.

After the input sequence ends, we analyze the performance ratio on the original and the
modified sequence. Clearly, S(7A) = S(7A). Within A\, PBF run on the original instance of PBF
transmitted load 1 for any IDLE request and when run on the modified instance transmitted
load at most 1. Hence, by a simple induction we obtain the following relation: ||z (7A)| —

|z (7)|| + Arlossppr(A) < ||:13(7A'X)|| — Hw(f)H + A?|OSSPBF(X). As lossppr(T) = lossppr(T) and
|z ()| = ||=(7)]|, it holds that lossppr(TA) — lossppr(TA) > || (TA)|| — ||z (TA)]|.

If the sequence ends with a step of type T1, then IossopT(?X) = lossopr(7TA) (by invari-
ant (I1)) and lossppr(7TA) > lossppr(7A) (by invariant (Plc)). Same relations hold if a sequence
ends with a step of type T2 (by (I1) and (P2c)). Therefore, R(TA) > R(TA). 0

A.3 Properties of Function s()

Proof (of Lemma 10). We fix any 0 < a < b < 1. Let i be an integer, such that 1 — 27 < a <
1 — 270+ Note that for any b > a, it holds that 2 < 1 — 27(+2). We consider two cases.

i) If ¢t < 1 — 270G+ then both a and %2 belong to the same linear segment of the function
2 2

5. Then,
a+b (-2 a—(1-279
S( 2 > —el0= (H CRCO (H 2—<+1>>

=2 (b—a)

<2 [b—(1-27]
=2'-1)-(b—1)+b
<b.
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(i) If 1 — 270+ < afb = 1 2=(+2) then a and “E belong to the two consecutive linear
fragments of the function s. In this case,

a+b , ath _ (1 —270+D) a—(1-279
8( 5 )—8(&):((Z+1)+ 2 9—(i12) >_<Z+2—(i+1)>

(a+b)—(2-27% a—(1-279
27(i+1) 27(i+1)

=142 (b—1)

=M -1 b-1)+0b

<b.

=1+

Thus, in both cases it holds that s(%2) — s(a) < b. O

Proof (of Lemma 11). Let g(a) = 32 -a—2. It suffices to show that s(a) > g(a) for any a € [0, 1].
The plot of both functions is depicted in Fig. 4, but the relation between s(a) and g(a) can be
also proved analytically.

For a € [0,1), s(a) = 2a, and for a € [3,3), s(a) = 4a — 1. It can be checked that for these
cases s(a) > g(a). On the other hand, s(3) = g(2) and for a > 2, s(a) is growing faster than
g(a). To show this, it is sufficient to observe than the function s is continuous, differentiable
on the whole (0,1) except for the points 1 — 27% and its first derivative on (%, 1) is at least 4,

which is more than 10, the first derivative of g(a). 0

A.4 Randomization

Proof (of Lemma 1/). We prove the lemma by induction on the number of steps. At the begin-
ning, the invariant is trivially fulfilled, as both algorithms start with empty buffers. Assume that
2B (o) = u(xzPBY (6'71)). Fix ko, k1 € N, a,b € [0, 1], such that PB¥ (0?=1) = (ko+a, k1 +b).
To keep the description of a random variable concise, we introduce the following notation. We
write P8 = {(t1,s1) : p1, (t2,52) : p2,...} meaning that "B is equal to (t;,s;) with probabil-
ity p;. Furthermore, we call a triangle corresponding to the case a +b > 1 upper; the other ones
are called lower.

Assume that o; = ApD(0) (for 0y = ADD(1), the reasoning is analogous). If zBF(o!~1) <
B — 1, then adding a packet to the buffer of PBF and PB just changes the triangle, without
violating the relations between £BF and £PB. The only problem may occur if 7B (o!~1) >
B —1.8S0let kg = B —1 and assume first that "BF (¢=1) = (B —1+a, k; +b) lies in an upper
triangle. Hence, "B(c'~1) = {(B,k1) : 1 = b,(B - 1,ky +1) : 1 —a,(B,k1 +1) :a +b— 1},
After adding a packet to the first buffer, £"B¥(0!) = (B,k; + b). On the other hand, PB
adds the packet only if it happens to be in the state (B — 1,k; + 1), in other cases it just
loses this packet. Therefore, x"B(c!) = {(B,k1) : 1 — b, (B,ky +1) : b} = u(z"B¥(c?)) and
losspp (c!) = lossppr (o). Similar reasoning can be applied if PBF lies in a lower triangle.

The reasoning for o = IDLE is more complicated. Essentially, we have to show that it is
possible to choose a strategy of (randomly) transmitting packets, such that the probability
distribution of PB changes from p(zPB¥ (671)) to u(xFB¥ (o). Obviously, each possible state
of PB can transmit once from a single buffer only.

First, we note that PBF is work-conserving, i.e., the total mass of packets sent in step t is
equal to 1. The only exception of this rule occurs if PBF ends step ¢t with the buffers completely
empty. This may occur only if PB¥ (6?=1) belongs to the lower triangle with vertices (0, 0), (0, 1),
and (1,0). By simply transmitting from a non-empty buffer if PB is at state (0,1) or (1,0), we
may assure that zPB(c?) = 0 = 2PBF (o).
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x  xPBF(gt-1)

— set of possible xPBF (gt)

states

Fig. 7. State transitions of PB

For the remaining part of the proof, we consider two cases, depicted on Fig. 7a and Fig 7b.
xBF (54=1) belongs either to an upper triangle S or to a lower triangle S’. Therefore, zPBF (o?)
may belong to one of the three triangles A, B, or C' (or respectively A’, B’, or C' if it starts
from a lower triangle). A set of possible "B¥ (a?) positions is an interval depicted with a thick
line in the figure. We fix kj, K} € N, @/, ¥’ € [0, 1], such that zPBF (o) = (k) + o/, k] + ¥'). The
behavior of PB is described by the table below. First two columns denote the starting and
ending triangle for £PBF. Instead of writing from which buffer PB has to transmit a packet we
write in which state it has to end (we guarantee that to achieve that it has to transmit a packet
from exactly one buffer). A rule u; — u; means that if PB is in state u; then it has to end in
state u; (see Fig. 7). A rule u; — (u; : pj, u : pr) means that if PB is in state u;, it should end
in state u; with probability p; and in state uj with probability py.

zPBF (ot=1) |z PBF (o) Rule Notes
S A us = ug; ug —> ug; ug — (ug 117_(2/,2@. ‘i/:g) a >a
B UG — Us; Uy —> UD; U5—)(U3111:ZZ,UQ:E)1I:£) b >b
C ug — ug; us — ug; ug — (us: a_ﬁ;_l,uQ : a+l;;_1) a +b=a+b-1
S’ A Ug — U1; U7 —> U4, u6—>(U32%/,U42 b_bb,) blﬁb
B’ ug — ug; ug — ug; ur — (us: %,U4 a;“,) a <a
C ug — ug; ur — ug; ug — (ug f_f_’b,ug : ll_jlb_/b) a+v=a+b+1

To illustrate the concept, we consider the case £FB¥(o'~1) € S and z"B¥(a?) € A more
thoroughly. First, we note that a’ > a, and therefore the probabilities occurring in the PB rule
are legal. Additionally, a+b = a’ +¥'. Second, we compute PB distribution at the end of step t.

PB t 1—d PB t-1 /
Pr(x (a):ul]:l Priz"P(0" ) =uw]=1-d",
—a
Pr(z'B(o!) = uy] = Pr[z"B (e ) =ug] =a+b—1=d +V -1,

which implies that
PrztB(o!) =ug]=1—-(1—-d)—(d +¥ -1)=1-10.
The proof for the remaining five cases is analogous. a

A.5 Why naive randomization does not work?

Let us take a look at a naive approach. When PBF transmits a fraction § from the first buffer
and 1 — § from the other, then the naive randomized algorithm PBN chooses a transmitting
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buffer randomly with probabilities § and 1 — §. Such approach does not guarantee that the
expected numbers of packets in PBN buffers are equal to the fractional amounts of packets in
the corresponding buffers of PB.

For example, consider a sequence ADD(0), ADD(1),IDLE, IDLE for B = 1. PBF ends with
empty buffers, whereas after the prefix AbDD(0), ADD(1), IDLE, state BN is equal to (0,1) or
(1,0), both with probability 1/2. For the last IDLE request, PBN tries to transmit a packet from
an empty buffer with probability 1/2, which results in expected non-zero number of packets in
the buffers.

Similar situation occurs for ADD requests: consider a sequence ADD(O)Q,ADD(l)Q,IDLEQ7
ApD(0) for B = 2. Obviously, PBF serves this sequence without losing any packets. On the
other hand, after processing everything but the last ADD(0), PBN has non-zero probability of
having two packets in the first buffer, which leads to non-zero expected loss due to the last
ADD(0) request.
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