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## The Farey Sequence

$$
\mathcal{F}_{n}=\left\{\left.\frac{p}{q} \right\rvert\, 0<p<q \leq n, \quad \operatorname{gcd}(p, q)=1\right\}
$$

(sometimes include $\frac{0}{\top}$ and $\frac{1}{1}$ ) Total number of fractions: $\frac{3}{\pi^{2}} n^{2}+O(n \log n)$.

## Properties
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P2 suggests ideal algorithm for generating $\mathcal{F}_{n}$ in $O\left(n^{2}\right)$ time and $O(1)$ space.
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 Start with $\frac{0}{7}$ and $\frac{1}{1}$ and insert mediant between any twoconsecutive fractions in the in-order traversal of the tree.
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## Computing order Statistics
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## Reduction from Order Statistic to Fraction Rank

Want to determine $k$-th fraction:

- use binary search to determine $j$ such that answer is in the interval
- guess $j$ and determine $r=\operatorname{rank}\left(\frac{1}{n}\right)$ in $\mathcal{F}_{n}$;
- if $r<k$ search above $j$; else, search below; if $r=k$, done.
- we use $O(\log n)$ calls to the fraction rank subroutine;
- note that in $\left.\frac{j}{n}, \frac{j+1}{n}\right)$, there is at most one fraction for each
denominator (because length of interval is $\frac{1}{n}$ )
- this fraction, for denominator $q$, if it exists, has numerator
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- finally, reduce $\frac{j}{n}$ and the minimum fraction obtained above $\Rightarrow$ two consecutive fractions in $\mathcal{F}_{n}$;
- use P2 to generate the next one in constant time etc.; keep a count and return the desired fraction.
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More general: Given $x$ real, determine the number of irreducible fractions $\frac{p}{q} \leq x$, with $q \leq n$.

- $A_{q}=$ the set of such irreducible fractions with denominator $q ;$
- $\{$ all fractions in $[0, x)$ with denominator $q\} \longleftrightarrow$ \{reduced fractions with denominator $d$, for all $d \mid q\}$;
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## Algorithm for Fraction Rank Problem

Problem: no fast way to iterate over all divisors.
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    at the end;
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## Precalculating the Coefficients

Obtain the recursive formula: $C_{q}=1-\sum_{t>q, q \mid t} C_{t}, \forall q \leq n$.

## Proof

- $\lfloor x \cdot q\rfloor$ appears first in $A_{q}$;
- $A_{q}$ subtracted from all its multiples $t \Rightarrow A_{t}$ contains $\mid x \cdot t$ with coefficient 1 and $|x \cdot q|$ with coefficient -1 ;
- all operations made with $A_{t}$ contribute to the coefficient of $\lfloor x \cdot q\rfloor$ by $-1 \times$ the coefficient of $\lfloor x \cdot t\rfloor$
- since $A_{t}$ is the only one that contains $\lfloor x \cdot t\rfloor$ initially, all operations involving $A_{t}$ are described by the final coefficient of $|x \cdot t|$
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Obtain the recursive formula: $C_{q}=1-\sum_{t>q, q \mid t} C_{t}, \forall q \leq n$.
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- since $A_{t}$ is the only one that contains $\lfloor x \cdot t\rfloor$ initially, all operations involving $A_{t}$ are described by the final coefficient of $\lfloor x \cdot t\rfloor$.

The algorithm calculates $C_{n}$ down to $C_{1} \Rightarrow$ running time:
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## Improving Space Complexity to

Lemma
$C_{q}=C_{q^{\prime}}$ when $\lfloor n / q\rfloor=\left\lfloor n / q^{\prime}\right\rfloor$.

## Proof dea
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- the $A_{m_{1} q}$ 's are now subtracted from $A_{m_{1} m_{2} q}$, for all possible $m_{2}$ etc.;
- the recursion stops only when $11 m_{i} \geq\lfloor n / q\rfloor$ so $C_{q}$ depends only on $\lfloor n / q\rfloor$.

Observation: there are only $\sqrt{n}$ distinct $C_{q}$ 's for $q>\sqrt{n}$.
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## Algorithm for Factorization

It is based on yet another problem:
Problem: Given $n$ and $k \leq n$ such that $\operatorname{gcd}(k, n)=1$, report the number of integers in $[2, k]$ that are relatively prime to $n$.
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Problem: Given $n$ and $k \leq n$ such that $\operatorname{gcd}(k, n)=1$, report the number of integers in $[2, k]$ that are relatively prime to $n$.

## Algorithm for Factorization

- assume a polynomial time algorithm for the above problem;
- use binary search to find factor of $n$ :
- guess $k$; if $(k, n) \neq 1$, we can find a factor using Euclid's algorithm;
- if $(k, n)=1$, by above problem, we know the number of numbers in $[2, k]$ relatively prime to $n$ :
- if this number is $k-1$, the smallest factor of $n$ is $>k$;
- otherwise, there is at least a factor below $k$.
$\Rightarrow$ polynomial time algorithm for factorization.
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- then, find the fraction of rank $r-1$ in $\mathcal{F}_{n}$ (order statistic);
- since $\frac{k}{n}$ is irreducible and it is the mediant of neighboring fractions $\Rightarrow$ the preceding fraction must have denominator $<n$;
- find the rank of this preceding fraction in $\mathcal{F}_{n-1}$, say $t$;
- the difference $r-t=$ number of irreducible fractions $\frac{i}{n} \leq \frac{k}{n}$.
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Q: Assume a poly-time algorithm just for fraction rank. Does the previous reduction still hold? - this would imply hardness of fraction rank.
A: Yes.

- consider the fractions $\frac{k-1}{n}$ and $\frac{k+1}{n}$; since their difference is $\frac{2}{n}, \exists$ only one fraction in this range with denominator $n-1$;
- find this fraction $(O(1))$ and reduce it $\Rightarrow O(\log n)$ time;
- find the ranks of this fraction in $\mathcal{F}_{n-1}$ and $\mathcal{F}_{n}$; their difference will give the number of irreducible fractions $\frac{i}{n}<\frac{k}{n}$ (possibly plus one due to $\frac{k}{n}$; problem solved by comparing our fraction to $\frac{k}{n}$ );


## Computing Order Statistics in the Farey Sequence

## Thank you!


[^0]:    P2 suggests ideal algorithm for generating $\mathcal{F}_{n}$ in $O\left(n^{2}\right)$ time

