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The Complexity of Nonnegative Rank

Vavasis: It is $\text{NP}$-hard to compute the nonnegative rank.

Cohen and Rothblum: The nonnegative rank can be computed in time $O(n^m r + m^r)$.

Arora, Ge, Kannan and Moitra: The nonnegative rank can be computed in time $O(n^m r)$ where $f(r) = O(2^{\sqrt{r}})$ and any algorithm that runs in time $O(n^m o(r))$ would yield a sub exponential time algorithm for 3-SAT.
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In fact, best known algorithms (e.g. [Renegar]) for finding a point in \( S \) run in \( (ds)^{O(k)} \) time
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$A^+$: pseudo-inverse

$A$: linearly independent

$M'$: change of basis

$M$: pseudo-inverse

$W$: linearly independent
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**Key**

*These linear transformations can be defined using a common set of \( r^2 \) variables!*
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Observation

The number of variables plays an analogous role to VC-dimension

Is there an elementary proof of the Milnor-Warren bound?
Any Questions?
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