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Figure 1. We present a method for estimating material properties of an object by examining small motions in video. (A) We record video of different
fabrics and clamped rods exposed to small forces such as sound or natural air currents in a room. (B) We show fabrics (top) color-coded and ordered by area
weight, and rods (bottom) similarly ordered by their ratio of elastic modulus to density. (C) Local motion signals are extracted from captured videos and
used to compute a temporal power spectrum for each object. These motion spectra contain information that is predictive of each object’s material properties.
For instance, observe the trends in the spectra for fabrics and rods as they increase in area weight and elasticity/density, resp (blue to red). By examining
these spectra, we can make inferences about the material properties of objects.

Abstract
The estimation of material properties is important for

scene understanding, with many applications in vision,
robotics, and structural engineering. This paper connects
fundamentals of vibration mechanics with computer vision
techniques in order to infer material properties from small,
often imperceptible motion in video. Objects tend to vibrate
in a set of preferred modes. The shapes and frequencies of
these modes depend on the structure and material proper-
ties of an object. Focusing on the case where geometry is
known or fixed, we show how information about an object’s
modes of vibration can be extracted from video and used to
make inferences about that object’s material properties. We
demonstrate our approach by estimating material proper-
ties for a variety of rods and fabrics by passively observing
their motion in high-speed and regular framerate video.

∗ Joint first author
† Part of this work was done while the author was at Microsoft Research

1. Introduction
Understanding a scene involves more than just recogniz-

ing object categories or 3D shape. The physical proper-
ties of objects, such as the way they move and bend, can
be critical for applications that involve assessing or inter-
acting with the world. In the field of non-destructive test-
ing (NDT), an object’s physical properties are often stud-
ied through the measurement of its vibrations using contact
sensors or expensive laser vibrometers. In both cases, mea-
surements are often limited to a small set of discrete points.
In contrast, we leverage the ubiquity and high spatial reso-
lution of video cameras to extract physical properties from
video. These physical properties are then used to make in-
ferences about the object’s underlying material properties.
We are inspired by recent work in computer vision, but seek
to bridge the gap with engineering techniques and focus on
fundamentals of vibration analysis.

Objects tend to vibrate in a set of preferred modes. These
vibrations occur in most materials, but often happen at
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scales and frequencies outside the range of human visual
perception. Bells, for instance, vibrate at distinct audible
frequencies when struck. We cannot usually see these vi-
brations because their amplitudes are too small and their
frequencies are too high - but we hear them. Intuitively we
know that large bells tend to sound deeper than small ones,
or that a bell made of wood will sound muted compared
to one made of silver. This is because an object’s modes
of vibration are closely related to its geometry and material
properties. In this paper, we show how this connection can
be used to estimate the material properties of an object with
fixed or known geometry from video.

In this paper we review established theory on modal vi-
brations, and connect this theory to features that can be ex-
tracted from video. We then show how these features can
be used to estimate the material properties of objects with
fixed or known geometry. We demonstrate this on two sets
of objects: clamped rods and hanging fabrics. With each set
of objects we explore a different method to resolve the am-
biguous contribution of structure (geometry) and material
properties to an object’s vibrations. Our rod experiments ac-
complish this with careful measurements in a setting that re-
sembles typical engineering applications. Our fabric exper-
iments instead explore the potential of a learning approach
with more direct applications in computer vision.

2. Related Work
This paper connects related works in computer vision,

graphics, and civil engineering through common theory and
uses these connections to extend existing methods.

Traditional Vibration Analysis: The use of vibrations to
estimate material properties is an established tool used in a
variety of engineering disciplines. Especially related to this
paper is work in the field of NDT, where techniques based
on ultrasound are common. However, these techniques of-
ten require direct contact with the object being measured
[25]. Non-contact vibration measurement is usually accom-
plished with a laser Doppler vibrometer, which computes
the velocity of a surface by measuring the Doppler shift of
a reflected laser beam [11]. Laser vibrometers have been
used to non-destructively examine valuable paintings [5, 9],
detect land mines [15, 1], test fruit [22], find defects in com-
posite materials [4, 6, 12], and even test vibration modes of
small structures [27]. However, laser vibrometers are ac-
tive in nature and generally only measure the vibration of
a single surface point. While scanning or multi-beam laser
vibrometers exist [27, 1], they are still active and can be pro-
hibitively expensive - costing several times more than even
the most expensive high-speed camera used in this work.

Material Property Estimation from Video: Previous
work in computer vision has focused on estimating mate-

rial properties from static images [24, 19, 16, 14]. In con-
trast, our goal is to use video in order to estimate material
properties that characterize the motion of an object.

A number of works in vision and graphics have been
used to estimate properties of fabric, which we also do in
this paper. Early approaches worked by fitting the parame-
ters of cloth-specific models to video and depth informa-
tion [2, 17]. Bouman et al. [3] adopted a learning ap-
proach that allowed them to estimate material properties
from a video of fabric moving under wind forces. As with
our experiments in Section 7, they estimate material prop-
erties directly from video statistics using a regression strat-
egy. Their work found the local autocorrelation of optical
flow to be especially predictive of a fabric’s area weight and
stiffness, suggesting a possible connection between material
properties and the spectrum of an object’s motion in video.
Our work uses established vibration theory to explain this
connection and improve on the features used in their paper.

Small motions: Our approach to material property esti-
mation is based on linear approximations of object defor-
mation that hold when displacement is small. We build
on several recent works in vision and graphics that address
small motions in video [31, 28, 29, 21]. As with many of
these works, our method uses phase variations of the com-
plex steerable pyramid [26, 20] to represent small local
motions in video. In recent work, Chen et al. [7, 8] use
these phase variations to quantify the vibration modes of
pipes and cantilever beams. Our features and analysis also
bear some resemblance to the work of Davis et al. [10], but
where they focus on using vibrations in video to recover
sound, we use them to learn about the physical properties
of visible objects.

3. Theory of Vibration
The object motion we consider in this paper is small by

computer vision standards. While this sometimes makes the
motion difficult to extract, it makes it much simpler to an-
alyze. General deformations of an object may be governed
by complex nonlinear relationships, but small deformations
from a rest state are often well-approximated by linear sys-
tems. The theory of such linear systems is well established,
and used in work spanning a variety of disciplines. We re-
view eigenmode analysis, a subset of this theory that is es-
pecially relevant to our work. In Section 4 we connect this
analysis to the features we extract from video, and use it
to motivate our approach for material property estimation.
The goal of this section is to provide intuition; for detailed
derivations we recommend [23].

3.1. Eigenmode Analysis

In modal analysis a solid object with homogeneous ma-
terial properties is modeled as a system of point masses con-



nected by springs [23]. Intuitively, rigid objects are approxi-
mated with stiff springs and dense objects are approximated
with heavy masses. Consider the mass matrix M of inertias
between points, and the matrix K of spring stiffnesses. The
differential equation of motion for this system is given by:

Mẍ+Kx = 0, (1)

where x and ẍ are vectors describing the displacement
and acceleration of our points, respectively. Looking for
solutions to this equation of the form:

x = A sin(ωt+ φ), (2)

we obtain a standard eigenvalue problem for our original
equation of motion:

[K− ω2
iM]Ai = 0. (3)

The eigenvalues ω2
i are the square of resonant natural

frequencies of our object, and the eigenvectors Ai describe
the normal modes of vibration that take place at these fre-
quencies. General deformations of our object can then be
expressed as linear combinations of these mode shapes.

Both mode shapes and frequencies will depend on an
object’s geometry. If a piece of an object is removed, for
instance, it will change the sparsity of both M and K, po-
tentially changing both eigenvectors and eigenvalues for our
system. But if geometry is held constant and only material
properties are changed - say by making an object uniformly
heavier or stiffer - this can only scale M and K, scaling the
eigenvalues of our system but leaving the eigenvectors un-
changed. This implies that different objects with the same
geometry have the same set of mode shapes, but their reso-
nant frequencies scale in proportion to material properties.
In our experiments we use this to estimate the material prop-
erties of objects with common geometry. Our task for the
rest of the paper is to learn the material properties of ob-
jects by observing their resonant frequencies ωi. For this
we will leverage the fact that ωi are global properties of an
object - meaning they do not vary across the object’s sur-
face; only the amplitudes and local phases of modal vibra-
tion vary spatially, according to the mode shapes Ai.

4. Extracting Motion Features
We use small local motions in video to reason about the

modes of recorded objects. For each spatial point in a video,
we compute the local motion around that point over time.
Our analysis relates the spectra of these motion signals to
mode shapes Ai and frequencies ωi.

Local Motion Signals: Local motion signals are derived
from phase variations of the complex steerable pyramid [26,
20, 13]. We weigh local motions by the square of ampli-
tudes in the pyramid as in [10], and spatially filter these

weighted signals with a Gaussian kernel to account for noise
in texture-less regions of video. We chose this representa-
tion of motion for its simplicity, but alternatives like optical
flow could be equally valid.

Motion Spectra: Recall that the frequencies ωi do not
vary across an object’s surface. This means that the power
spectra of local motions across an object should have spikes
at the same resonant frequencies. Therefore, we compute
the global motion power spectrum for a video by averaging
the power spectra of local motions extracted at every pixel.
This leaves us with a single temporal power spectrum de-
scribing the frequencies of motion that exist in a video.

Viewpoint Invariance: An advantage of using temporal
spectra as features is that they offer invariance to changes
in scale and viewpoint. This invariance agrees with what
we know from theory: the resonant frequencies of an object
are global to that object and should not differ according to
how it is viewed. In Section 7 we use this to estimate the
material properties of fabrics in experiments where training
and test data sets are taken from different viewpoints and
cameras.

Mode Shapes: The theoretical mode shapes Ai describe
spatially varying amplitudes of a vibration mode across the
surface of an object. Positive and negative amplitudes vi-
brate with opposite phase, and zeros indicate static nodal
points in a vibration mode. Therefore, by visualizing the
phases and amplitudes of our local motion spectra at a res-
onant frequency, we can picture the shape of the corre-
sponding mode. While we do not use these shapes to es-
timate material properties, visualizing them helps to verify
the presence of a vibration mode at a specific frequency. We
adopt the visualization used in [10], where the image of lo-
cal Fourier coefficients at a given frequency is displayed by
mapping phase to hue and magnitude to brightness.

5. Method

Our task is to estimate the material properties of objects
with fixed or known geometry using the motion spectra de-
scribed in Section 4. Our method has three components that
vary depending on the object being observed.

Excitation: An object must move in order for us to ob-
serve its vibration modes. Some very deformable objects,
like hanging fabric, may move enough with natural air cur-
rents for no additional forces to be necessary. For more rigid
objects like metal rods, we use sound to induce motion. The
excitation should be strong enough to create a recoverable
motion signal, and should contain energy at each of the ob-
jects resonant frequencies. Sound has been used for this
purpose previously in NDT [6, 9, 4, 12, 15].
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Figure 2. Rods were clamped to a concrete block next to a loudspeaker
(shown left) and filmed with a high-speed camera. By analyzing small
motions in the recorded video, we are able to find resonant frequencies of
the rods and use them to estimate material properties.

Video Capture: To estimate an object’s resonant frequen-
cies we need to record at a high enough framerate to place
these frequencies under the Nyquist limit. We should also
ensure that videos capture enough periods at each mode
frequency to sufficiently localize corresponding spikes in
the Fourier domain. For rigid objects with high resonant
frequencies this can be accomplished with short clips of
high speed video. Deformable objects with low resonant
frequencies can be captured with longer, lower-framerate
video.

Inference: We explore two different strategies for infer-
ring material properties from motion spectra. The first uses
a voting scheme to extract resonant frequencies from mo-
tion spectra. This approach is very precise, but relies on
detailed knowledge of the structure being observed (in our
case rods). The second approach alleviates the need for de-
tailed geometry and analysis by learning the relationship
between recovered motion spectra and material properties
from training data; we use this approach to estimate the
properties of hanging fabrics.

6. Estimating Properties of Materials with
Known Geometry: Rods

In our first experiments we estimate the material proper-
ties of various rods by extracting their resonant frequencies
from video. The simple geometry of a clamped rod makes it
easy to solve for vibration modes analytically as a function
of length, diameter, density, and an elastic modulus. While
length, diameter, and density can all be measured with a
simple ruler and scale, the elastic modulus is usually mea-
sured with a tensile test, which requires expensive equip-
ment and usually damages the object being tested. In these
experiments we show how this elastic modulus can instead
be measured with a speaker and high-speed camera. .

Setup: We filmed rods made from four different metals
- steel, aluminum, copper, and brass. Rods were clamped
to a block of concrete next to a loudspeaker (see Figure 2),

and each rod was tested twice: once clamped to a length of
15 inches and once clamped to a length of 22 inches. In
Section 6.2 we compare material properties derived from
our observations to estimates provided by the manufacturer.
Recovered frequencies and mode shapes for all of the rods,
as well as birch and fiberglass rods with unreported material
properties, can be found in the supplemental material.

Excitation: The excitation signal should be broad spec-
trum to ensure that multiple rod modes are activated. In
[7, 8] this is accomplished by striking the beam with a ham-
mer. To avoid damage to the rod, we instead use sound
- specifically, a linear ramp of frequencies from 15 Hz to
2250 Hz played through the loudspeaker at each rod. We
found that modes at frequencies below 15 Hz were still ac-
tivated by this signal, possibly due to the presence of some
signal components below 15 Hz and the relatively high sen-
sitivity of lower modes.

Video Capture: Rods were filmed with a Phantom high
speed camera. Given the lengths and thicknesses of our
rods, a conservative estimate of material properties put the
fourth mode of each rod well below 1250 Hz. We filmed at
2500 fps to ensure a sampling rate high enough to recover
this mode for each rod.

6.1. Property Estimation

The vibrations of clamped rods are well studied [23]. A
rod’s fundamental frequency ω1 (corresponding to its first
mode) is related to material properties by the equation:

ω1 = 0.1399
d

L2

√
E

ρ
(4)

where d is the diameter of the rod, L is its length, ρ is its
density and E is its Young’s modulus (measuring elastic-
ity). Given the length and width of a rod, the task of esti-
mating

√
E
ρ can then be reduced to finding its fundamen-

tal frequency. Under ideal conditions this would amount
to finding the largest spike in the rod’s motion spectrum.
However, real spectra tend to also contain spikes at non-
modal frequencies (see Figure 3). To distinguish these from
the rod’s resonant frequencies we recall from Section 3 that
changes in material properties only scale the modal frequen-
cies - leaving their ratios constant. In clamped rods, ratios
for the first four resonant frequencies can be found analyti-
cally1, and are given by:

ωi = ηiω1,

η1 = 1, η2 = 6.27, η3 = 17.55, η4 = 34.39 (5)

where again ωi is the resonant frequency for the ith mode.
To distinguish modal frequencies from other spikes, we

1By solving the continuous analog to Equation 3 [23]
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Figure 3. Finding vibration modes of a clamped brass rod: (Left) We recover a motion spectrum from 2.5 kHz video of a 22 inch clamped aluminum
rod. Resonant frequencies are labeled. To distinguish resonant frequencies from other spikes in the spectrum, we look for energy at frequencies with ratios
derived from the known geometry of the rod. (Middle) A sample frame from the 80×2016 pixel input video. (Right) Visualizations of the first four recovered
mode shapes are shown next to the corresponding shapes predicted by theory.
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Figure 4. Estimating the elastic modulus of clamped rods: Young’s mod-
uli reported by the manufacturer are plotted against values estimated using
our technique for aluminum, brass, copper, and steel. Estimated values are
close to those reported by the manufacturer, with the largest discrepancies
happening in 15 inch rods made of aluminum and steel.

look for energy in the recovered spectra that occurs in the
ratios given by Equation 5. We assume that the probability
of a rod mode at a given frequency is proportional to the
power at that frequency. Given the recovered spectrum S,
we then have:

P (ω = ω1|S) ∝
4∏
i=1

S(ωηi). (6)

Using Equation 6, we can find the most likely fundamen-
tal frequency using a simple voting scheme. In practice,
since we operate in the discrete Fourier domain, we achieve
higher precision at the fundamental by using the relations
of Equation 5 to vote for the fourth resonant frequency.

6.2. Results

Under fixed but unknown geometry, the recovered fun-
damental frequencies provide a value proportional to

√
E
ρ .

From this we can use Equation 4 with lengths and densi-
ties measured by a scale and measuring tape to compute
the modulus of each rod. Figure 4 shows a plot of Young’s
moduli reported by the manufacturer against the values es-

% Error Aluminum Brass Copper Steel
22 inches -8.94 0.95 -1.49 -10.97
15 inches -22.59 -6.39 -5.01 -15.09

Table 1. Percent errors in estimating the Young’s modulus for each rod.

timated using our technique. Error bars are calculated for
each moduli by propagating error bounds for length, diame-
ter, and density (see supplemental material for details). Per-
cent errors are given in Table 1.

For each rod, we can further verify recovered modes
by visualizing the recovered shapes corresponding to esti-
mated resonant frequencies (see Figure 3). Mode shapes
are sometimes masked by vibrations from other parts of the
experimental setup - for instance, vibrations of the camera
or the frequency of lights powered by AC current. However,
it is unlikely that a majority of resonant frequencies will be
masked in any single single rod. In practice we see the pre-
dicted shapes of multiple modes in the data recovered for
each rod. All 48 mode shapes recovered in our experiments
can be found in the supplemental material.

Our estimated moduli are close to, but consistently un-
der, the reported values. One possible explanation for this is
an incorrect estimate of where the clamp grabbed each rod
in our setup. This suggests both a strength and weakness of
the approach taken here - high precision that is very sensi-
tive to accurate modeling of the structure being tested. Our
next experiments address this issue by attempting to learn
the relationship between material properties and resonant
frequencies.

7. Learning Properties of Materials with Un-
known Geometry: Fabrics

The inference described in Section 6.1 relies on knowing
the ratios between resonant frequencies, ηi. These ratios are
simple to derive in clamped rods, but can be prohibitively
difficult to compute in more general structures. As a result,
many applications of vibrometry are limited to simple ge-



ometries that can be precisely measured (as is the case with
rods) or man-made structures (airplanes, buildings, cars,
etc) with resonant frequencies that can be derived from de-
tailed CAD models through FEM analysis. The ubiquity
and passive nature of video offers the potential to address
this limitation by providing sufficient data to learn relation-
ships between motion spectra and the material properties of
objects. In this section, we explore that potential by using
a learning approach to estimate the material properties of
hanging fabrics from video. We show that our technique
outperforms the current state of the art, even when trained
using data captured from different viewpoints or using dif-
ferent excitation forces.

A number of metrics exist to describe the material prop-
erties of fabrics. These properties can be measured using
setups such as the Kawabata system [18, 30]. In the work of
Bouman, et al. [3], a dataset of 30 fabrics along with ground
truth measurements of stiffness and area weight were col-
lected. We extend this dataset to predict the material prop-
erties from videos exhibiting small motions that are often
invisible to the naked eye, in contrast to [3] that relied on
much larger motions produced by fans.

Setup: Each fabric specimen from [3] (width 43.5 to 44.5
inches across) was loosely draped over a bar and hung a
length of 29.25 to 32.25 inches from the top of the bar. No-
tice that although the geometry was kept relatively constant,
these measurements vary a great deal compared to those
used in Section 6.

(A) Locaton of Slice from Video Frame

(B) Ambient Force Excitaton

(C) Acoustc Wave (Sound) Excitaton

Space

Time

Space

Time

Figure 6. Videos of fabric excited by two different types of force were
recorded. Here we see space × time slices from minute long videos of
a fabric responding ambient forces (b) and sound (c). The motion is es-
pecially subtle in (b), but still encodes predictive information about the
fabric’s material properties.

Excitation: Ambient Forces: Even without an explicit ex-
citation force applied, hanging fabric is almost always mov-
ing. Ambient forces, such as air currents in the room or
small vibrations in the building induce small motions in fab-
ric. Figure 6a shows a space-time slice of a fabric moving
due to ambient forces in the room.

Sound: As an alternative, we also tested sound as a
source of excitation. Sound was used to provide a small,
controlled “kick” to the hanging fabric. We excited each
fabric with a one second, logarithmic frequency ramp from

15 to 100 Hz. Figure 6b shows a space-time slice of a fabric
moving due to this “kick.”

Video Capture: Each combination of fabric and excita-
tion force was captured simultaneously by two cameras:
an RGB SLR camera (Canon 6D, 1920×1080 pixel resolu-
tion) at 30 fps and a grayscale Point Grey camera (800×600
pixel resolution) at 60 fps. The cameras recorded different
viewpoints (see Figure 5), which we use to test the invari-
ance of our trained models to changes in perspective. Each
video is approximately one-minute long and can be found,
along with the corresponding fabric measurements (width
and height), on our project website.

7.1. Property Estimation

Feature Extraction: Due to their comparatively high
damping, fabric motion spectra do not contain the same
clean, narrow peaks seen in rods (see Figure 1). In-
creased damping broadens the bandwidth around resonant
frequencies, resulting in wide, overlapping resonant bands.
Nonetheless, the distribution of energy in the motion spec-
trum is still very predictive of the fabric’s material prop-
erties. For example, note how in Figure 1 the location of
a fabric’s resonant band shifts to the right with increasing
area weight.

As features we chose N = 150 uniform samples of the
normalized motion spectra from 0 to 15 Hz. To reduce the
effect of noise, we smooth the recovered motion spectra us-
ing a Gaussian with standard deviation 15

2(N−1)Hz.

Inference: We learn regression models that map the mo-
tion spectra to the log of ground truth stiffness or area
weight measurements provided in [3]. Models are fit to the
log of measurements in order to directly compare with re-
sults presented in [3]. Fitting a regression model directly
to the processed motion spectra results in overfitting. In-
stead, we have explored two standard regression methods
that reduce the dimensionality of the data: Principal Com-
ponents Regression (PCR) and Partial Least Squares Re-
gression (PLSR). Both methods perform comparably, sug-
gesting that the power of our algorithm is in the features, the
recovered motion spectra, rather than the regression model.
In this paper, we show results of the trained PLSR model.
Additional results from PCR can be found in the supple-
mental material.

Cross Validation: Due to the small number of fabrics in
the dataset, we use a leave-one-out method for training and
testing. Precisely, all data corresponding to a fabric are
removed from training of the regression parameters when
predicting the material properties of that fabric. Using this
method, we estimate the performance of our model on pre-
dicting the material properties of a previously unseen fab-
ric. Performance was evaluated using a varying number of



(a) Setup Diagram (b) Setup Image (c) Point Grey Camera (grayscale) (d) Canon 6D SLR Camera

Figure 5. Videos were recorded of the fabric moving from (c) a grayscale Point Grey camera (800×600 pixel resolution) at 60 fps and (d) an RGB SLR
Camera (Canon 6D, 1920×1080 pixel resolution) at 30 fps. The experimental layout (a,b) consisted of the two cameras observing the fabric from different
points of view.

STIFFNESS AREA WEIGHT

A
M

B
IE

N
T

S
O

U
N

D

Figure 7. Comparisons between ground truth and PLSR model predic-
tions on material properties estimated from videos of fabric excited by
ambient forces and acoustic waves. Each circle in the plots represents
the estimated properties from a single video. Identical colors correspond
to the same fabric. The Pearson product-moment correlation coefficient
(R-value) averaged across video samples containing the same fabric is dis-
played.

PLSR components. From this evaluation we chose a re-
duced number of PLSR dimensions, M , that is both robust
and results in high accuracy for both material properties.
For results presented in this paper, we used M = 2 and
M = 5 for the ambient force model and acoustic model
respectively.

Testing Invariance: We test the invariance of our features
by training and testing on videos captured under different
conditions. In total we have four conditions for fabrics:
ambient and acoustic excitations, each captured from two
different viewpoints. We used the same leave-one-out val-
idation strategy when training and testing data were taken
from different conditions.

[3] Ambient Sound

Stiffness
R = 0.71 R = 0.89 R = 0.90
% = 17.2 % = 12.3 % = 12.5

τ = 0.70 τ = 0.74

Area Weight
R = 0.86 R = 0.95 R = 0.96
% = 13.8 % = 15.7 % = 13.3

τ = 0.86 τ = 0.85

Table 2. The Pearson correlation value (R), Percentage Error (%), and
Kendall Tau (τ ) measures of performance for our PLSR model compared
to the current state of the art algorithm [3]. The model was trained and
tested separately on videos of fabric excited by acoustic waves (Sound)
and ambient forces (Ambient).

7.2. Results

Our estimates of material properties are well correlated
with the log of ground truth measurements (refer to Ta-
ble 2). In all cases, even when testing under conditions with
different viewpoints and excitation forces from the training
data, our estimates outperform the current state of the art al-
gorithm [3] in predicting both stiffness and area weight. The
Pearson correlation R values obtained using every combina-
tion of viewpoint and excitation conditions for training and
testing data can be found in the supplemental material.

Figure 7 contains correlation plots corresponding to the
conditions presented in Table 2. These plots compare our
algorithm’s predicted measurements of stiffness and area
weight to the log of ground truth measurements when mod-
els were trained and tested on videos of fabrics excited by
ambient forces and acoustic waves separately. Figure 8
shows that our estimates are still highly correlated with
ground truth measurements when the training and testing
is performed using different cameras, viewpoints, and exci-
tation forces.

Frequency Sensitivity and Modes: The theory in Sec-
tion 3 describes a predictable relationship between resonant
frequencies and material properties. However, our regres-
sion model has no explicit notion resonant frequencies; it
simply looks for predictive patterns in the spectra of train-
ing data. By analyzing the sensitivity of our recovered re-
gression models we can see which frequencies are most pre-



Figure 8. The features we use to estimate material properties are some-
what invariant to changes in excitation force and viewpoint. Here we
show a comparison between ground truth material properties and PLSR
model predictions when using models trained on Point Grey (left view-
point) videos of fabric exposed to acoustic waves, but tested on SLR videos
(right viewpoint) of fabric exposed to ambient forces. Although the train-
ing and testing conditions are different, we still perform well.

dictive of material properties in our fabrics. From the esti-
mated regression coefficients (βm) and dimensionality re-
ducing basis vectors (Em), the sensitivity (S) is computed
as:

S =

√√√√( M∑
m=1

βmEm

)2

(7)

Since the regression model for each of our fabrics is re-
covered using leave-one-out cross validation, we average
the computed sensitivities across models to obtain a single
measure of sensitivity for each material property.
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Figure 9. The sensitivity of each acoustically trained model to frequency
regions in the motion spectrum. These sensitivity plots suggest that energy
in the 0-5 Hz range is most predictive of a fabric’s area weight and stiffness.

Figure 9 shows that frequencies in the 0Hz-5Hz range
were most predictive of material properties in our fabrics.
By visualizing recovered mode shapes at these frequencies,
we see that they tend to contain the dominant vibration
modes of our fabrics (see Figure 10), suggesting that our
models use the same relationship between resonant frequen-
cies and material properties predicted by modal analysis.

8. Discussion
We have shown that it is possible to learn about the ma-

terial properties of visible objects by analyzing subtle, often
imperceptible, vibrations in video. This can be done in an
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Figure 10. A sample of mode shapes extracted from predictive frequen-
cies identified by the regression models. We see that these frequencies tend
to contain dominant modes of the fabric.

active manner by recording video of an object responding
to sound, or, in some cases, even passively by observing an
object move naturally with its environment.

The rod experiments in Section 6 demonstrate how our
technique can be used as a low cost alternative to laser vi-
brometers in settings that are typical for testing manufac-
tured parts (aircraft, automobiles, etc). Our technique also
offers an affordable way to apply established methods from
structural engineering to applications that require more than
single point measurements.

The fabric experiments in Section 7 address a relatively
unexplored area of potential for vibration analysis. While
traditional applications of vibrometry are often limited by
the need for detailed measurements and analysis of geom-
etry, the ubiquity and passive nature of video offers unique
potential as a way to enable data-driven alternative ap-
proaches. Our results on fabrics demonstrate that the re-
lationship between motion spectra and material properties
can be learned, and suggests that traditional vibration anal-
ysis may be extended to applications where geometry is un-
known and only loosely controlled.

Our results suggest that the motion spectra we extract
from video can be powerful features for scene understand-
ing. The theory in Section 3 suggests that even when geom-
etry is ambiguous, these spectra constrain the physical prop-
erties of visible objects. These constraints could be useful
for many tasks in computer vision - just as color is often use-
ful despite being an ambiguous product of reflectance and
illumination. We believe that video motion spectra can be a
powerful tool for reasoning about the physical properties of
objects in the wild.

Our work offers cameras as a promising alternative to
the specialized, laser-based equipment that is traditionally
used in many applications in civil engineering and manu-
facturing. We believe that the spatial resolution and more
passive nature of cameras will extend the applicability of
techniques used for structural analysis to domains of inter-
est in computer vision, such as object detection, classifica-
tion and segmentation.
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