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Overview

Want to categorize facial motion

Existing coding schemes not suitable
— Oriented towards static expressions
— Designed for human use
Build better coding scheme
— More detailed, sensitive to dynamics
Categorize using templates constructed
from examples of expression changes J

— Facial muscle actuation templates
— Motion energy templates




Facial Action Coding System

= FACS allows psychologists code expression from
static facial “mug-shots’

= Facial configuration = combination of “action units’



Problems with action units

= Spatially localized
— Real expressions are
rarely local
= Poor time coding

— Either no temporal
coding, or heuristic

— Co-articulation effects
not represented

Expression

Magnitude of Control Point Deformation
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Solution: add detall

= Represent time course of all muscle activations
during expression

= For recognition, match against templates derived
from example activation histories

= To estimate muscle activation:
— Register image of face with canonical mesh
— Through mesnh, locate muscle attachments on face
— Estimate muscle activation from optic flow

— Apply muscle activation to face model to generate
“corrected” motion field, also used for recognition



Registering image with mesh

= Find eyes, nose, mouth
= \Warp on to generic face mesh
= Use mesh to pick out further features on face

Eves, Nose & Mouth Facial Warped to Mesh Points
Located Model Genene Model Extracted

(Turk er. af 91, Pentland &
Moghaddam 94,95)



Viodeling
Registering mesh with muscles

= Once faceisregistered with mesh, can relate to
muscle attachments

= 36 muscles modeled; 80 face regions

Muscles



Parameterize face motion

= Use continuous time Kalman filter to estimate:
— Shape parameters. mesh positions, velocities, etc.
— Control parameters:. time course of muscle activation

Facial Expressions/ Motion Field

(Observations /

U t ’/’Feedback
’ () G

Muscle Activations + 0+ |

-G

® L

ﬁm‘ﬁ X(t)

A

—@ Positions,

es)
Nsewatmn Errors
C

Velodities,
Accelerations

Energy




Driven by optic flow

= Computed using coarse to fine methods
= Useflow to estimate muscle actuation
= Then use muscle actuation to generate flow on model
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Spatial patterning

Expression Magnitude of Control Point Deformation

= Can capture AUL2
simultaneous
Mmotion across
the entire face

= Can represent
the detalled time
course of muscle

activation

= Both are
Important for
typical
expressions




Temporal patterning

= Application/release/relax structure — not aramp
= Co-articulation effects present
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Peak muscle actuation templates

0.02

= Normalize time period
of expression | |
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Peak muscle actuation templates

= Randomly pick two subjects making expression,
combine to form template

= Match against template using normalized dot
product

dl cmill I ”-]]]Jhﬂ'ﬂﬁlﬂm& I
.|[IL|L[”H]] |nﬂﬂ[ﬂ|mﬂdt.,. Tl LAl il i
[T5) ET) ul ] 7] ] B a ) ET iT] ] [T] ;\.. T ] 1 18 ]
Mesche [t

delizecle Hu Mecha e Mol

Sm:! 2 Surprise Anger Di u..m!‘ Raise Brow

T—Templ ates Peak muscle actuations for 5 subj ects—l

| ||| 1| |||!|||| i .
] = a -
Lt |11 | I |||| L LemdllE. § | £ ‘—xﬂ“ _

£, % o
Ty F o
i s |||l||"|| """
il il |I IIIII|
. A it 1li
7] ] 7] 1 1]
k= s 0 Ml 0 Mmghkk= el

GH/Smile [0.9112]  KR/Surprise [0.9962]  CP/Anger [0.9777] ‘?NIDHHU% m 9893]  SS/R. Brow m S?@?}

il




e C QI\/H 10m
otion energy templates

= Use motion field on face
model, not on original
Image
= Build template representing
how much movement there
IS at each location on the
face
— Again, summarizes over
time course, rather than
representing it in detall
— But does represent some
temporal properties

Motion energy template
for smile
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Data acquisition
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- Vldeo seguences of 20 subj ects maki ng 5 expressions
— smile, surprise, anger, disgust, raise brow

= Omitted hard-to-evoke expressions of sadness, fear
= Test set: 52 sequences across 8 subjects
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Using peak muscle actuatlon

= Comparison of peak muscle actuation
against templates across entire database ||

= 1.0 indicates complete similarity
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Expressions Smile Surprise Raise Brow
Template 3 _ :

Smile 0.97 +0.03 | 0.63 + 0.04 [[0.95+ 0.01 || 0.86 + 0.04 | 0.59 + 0.16
Surprise 0.58 + 0.03 | 099 + 0.01 | 0.59 + 0.04 | 0.57 + 0.05 | 0.56 + 0.09
Anger [0.90 £ 0.05 ]/ 0.55+ 0.05 [ 097 +0.02 [[0.90 £ 0.01 || 0.65 £ 0.14
Disgust 0.82 + 0.06 | 0.57 + 0.05 | [0.92 4+ 0.03 |[ 0.95 + 0.03 | 0.78 + 0.10
Raise Brow | 0.58 + 0.05 | 0.57 4+ 0.07 | 0.70 + 0.05 | 0.78 4 0.06 | 0.96 + 0.04




Using peak muscle actuatlon

= Actual results for classification
= One misclassification over 51 sequences | .,
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Expressions

Template

Smile

Surprise

Disgust

Raise Brow

Smile

Surprise

Anger

Disgust

Raise Brow

Success

100%

100%

100%




Using motion energy templates

= Comparison of motion energy against templates

across entire database
= Low scoresindicate greater similarity

Expressions

Smile

Surprise

Template

Smile 94.1+34.7 | 266.2 4+ 52.3 \\
Surprise 230.9 + 8.7 | 123.6+70.7 | 160.5 + 38.3
Anger 1992 £ 76.0 | 98.3+46.3 _
Disgust 149.0 +22.7 | 198.1 + 54.0 [ 1403 +43.7 |
Raise Brow | 339.9+ 329 | 321.6 + 96.4 | 208.9 + 33.0
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Using motion energy templates

= Actua resultsfor classification
= One misclassification over 49 sequences

Expressions

Template

Smile

Surprise

Disgust
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Surprise
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Disgust
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Small test set

» Test set isalittle small to judge performance

= Simple simulation of the motion energy classifier
using their tables of means and std. deviations
Shows:
— Large variation in results for their sample size
— Results are worse than test data would suggest
— Example: anger classification for large sample size has
accuracy of 67/%, as opposed to 90%
= Simulation based on false Gaussian, uncorrelated

assumption (and means, deviations derived from
small data set!)



Naive simulated results
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Expressions | Smile Surprise Anger Disgust | Raise Brow |
Template B ]
Smile 90.7% 1.4% 2.0% 19.4% 0.0%
Surprise 0.0% 64.8% 9.0% 0.1% 0.0%
Anger 0.0% 18.2% 67.1% 3.8% 9.9%
Disgust 9.3% 13.1% 21.4% 76.7% 0.0%
Raise brow 0.0% 2.4% 0.5% 0.0% 90.1%

Overall successrate: 78% (versus 98%)




SOMMENISE. -
Motion estimation vs. categorization

* Theauthors formulation allows detailed prior
knowledge of the physics of the face to be brought
to bear on motion estimation
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ne categorization component of the paper seems
Ittle primitive in comparison

ne template-matching the authorsuse is:

— Sengitive to irrelevant variation (facial asymmetry,

Intensity of action)

— Does not fully use the time course data they have been

s0 careful to collect



Video, gratuitous image of Trevor




