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Abstract. Reversible logic was originally proposed as a way to build classical computers with very
low energy requirements. Its greatest impact so far has in fact been on the field of quantum computing,
where it is used pervasively — but for an entirely different purpose. Quantum interference effects
offer the potential for speeding up certain classical calculations. But if state information is expelled
from a quantum computer into the unmodeled environment — as happens whenever an irreversible
operation is performed — then it becomes impossible to predict or control when interference will
occur. Reversibility is necessary because it allows bits to be erased by uncomputing them rather than
simply expelling them, preserving control over interference effects.

Introduction

Whenever a bit in a computer is reset to a fixed value, the entropy of the machine’s logical state decreas-
es. No matter how efficient the computer is, the second law of thermodynamics guarantees that this local
reduction in entropy must come at a price — normally paid as a small amount of heat dissipation elsewhere
(Landauer 1961). Reversible logic offers a way to compute without changing the entropy of the computer’s
state, and so potentially avoiding the energy wasted on such heat dissipation. This is important for the contin-
ued development of classical computers, since continued miniaturization is fast approaching the scale which
this form of energy loss could be significant. And even now lessons drawn from reversible logic are having an
impact (Gershenfeld 1996).

Quantum computing is a developing technology that seeks to harness quantum interference effects for com-
putational purposes (Deutsch 1985). It completely foregoes use of the irreversible gates upon which classical
computers are based, such as NAND, and instead exclusively uses reversible operators. If the only argument
in favor of reversible logic was minimizing energy consumption, then this policy would be very ill-advised.
Quantum computing is an immature technology (Preskill 1998a), facing so many challenges that the energy
consumption associated with erasing a bit is a complete non-issue — at least until such time as it no longer
requires an entire physics laboratory to run a computation. In fact there is a much stronger reason for avoiding
irreversible operations. Quantum systems can evolve in superpositions of classical states, and by making these
states interfere constructively and destructively useful computation can be performed (Chuang, Laflamme,
Shor & Zurek 1995). If we try to erase a quantum bit (or qubit) that is involved in a superposition, we end up
dispersing its state into the uncontrolled degrees of freedom of the computer. This is likely to be disastrous,
because the superposition will “follow” the state out into the environment and no longer be under the program-
mer’s full control. So operations on the state of a quantum computer must be reversible while the conditions for
interference are being put in place, otherwise the results will at best be no more than what a classical computer
could achieve using the same number of operations, and at worst complete garbage.

The goal of this paper is to trace the consequences reversibility has for quantum computing. Section 1
reviews the case for determinism and reversibility in classical and quantum physics. Section 2 introduces the
mathematical representation of quantum states, and shows how erasing a quantum bit by discarding it into
the environment is asking for trouble. Section 3 introduces classical reversible logic, as first developed by
(Bennett 1973), establishing that useful computation can be done within the constraints of reversibility. For a
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quantum system, the class of reversible operations is in fact far richer than it is classically. Section 4 explores
the evolution of a quantum system, and Section 5 shows how this this evolution can be engineered in terms of
the quantum analogues of classical gates, following the constructions introduced by Barenco et al. (1995).

All of this theory relies on completely shielding the state of the quantum computer from its environment.
But it is easy to show that a single stray interaction is enough to completely disrupt a computation. Until a
few years ago, it was not clear whether quantum states could be protected even in principle. But eventually
novel methods were found to implement error correction (Section 6) and fault tolerant computation (Section
7). In effect these procedures create a “refrigerator” to keep the computer at constant entropy and pump away
disturbances. The requirements of fault tolerance greatly affect how quantum gates should be constructed.
This paper ends by examining the gate design methodology proposed by Gottesman & Chuang (1999), which
borrows from the method used to implement quantum teleportation (Section 8) to build gates that are compat-
ible with the principles of fault tolerance. Their design, presented in simplified form in Section 9, is a good
example of how irreversible processes can be used to support a reversible computation.

1 Determinism and Reversibility

A deterministic process is one whose future evolution is completely determined by its current state. A deter-
ministic process is reversible if the current state also uniquely determines its own past history (see Figure 1).
The laws of physics are, as far as we know, completely reversible at the microscopic level. Most physical
processes are equally consistent with known law when the flow of time is inverted, and so their current state
clearly uniquely determines both their past and future. A small number of processes are suspected to vio-
late this simple time-reversal symmetry, such as the decay of neutral kaons (Angelopoulos et al. 1998). But
a stronger symmetry called CPT invariance (where time reversal is augmented with charge conjugation and
parity inversion) implies that these processes are reversible as well. Extremes of physics such as black holes
might be able to dent reversibility, but this is far from established, and is not yet relevant to a discussion of
computation. Of course, at a macroscopic scale physics often appears irreversible. Once particles are being
described at a statistical level and their detailed individual trajectories are no longer tracked, then irreversible
models are indeed appropriate and necessary.

Reversibility has important implications for the physics of computation. It is commonplace to apply irre-
versible operations to the logical state space of a computer, by resetting bits to zero or applying gates with
fewer outputs than inputs (AND, OR, NAND, and so on). Reversibility of physics tells us that this logical state
space cannot map directly onto a closed physical implementation. Implementing such irreversible operations
must necessarily involve exporting some state information into the unmodeled environment of the computer,
preserving global physical reversibility while permitting logical irreversibility of the gate.

But are quantum processes reversible? To be reversible, they must first be deterministic. Quantum systems
are to the contrary often asserted to be nondeterministic and probabilistic in nature. But this is in truth more a
statement of how much we can measure about the state of a system than how well we could predict its evolution
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Fig. 1. States may have a unique future (left) or a unique past (center). If they have both, the evolution of the system is
reversible (right).
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if its state were completely known. Quantum processes as currently understood can easily be interpreted as
fully deterministic and reversible when full state information is available, as the next section will illustrate.
Claims of nondeterminism in quantum mechanics largely stem from confusion about the status of measurement
in that theory.

It is true that there are unusual constraints on how much information about the state of a quantum system
is accessible to measurement. This might suggest that even if quantum theory is deterministic in principle, it
is in practice nondeterministic because we cannot acquire all the information we need to predict a system'’s
evolution. This view has some merit — but in the context of computation, we are responsible both for preparing
the initial state of the computer and choosing what degrees of freedom that state is stored in, and so we can
easily arrange to know everything needed to fully predict the evolution of the computer. The next section tries
to clarify the nature of quantum states, both fully and partially known.

2 Quantum states

To be able to predict the future evolution of a physical system, we need to know its current state. It is a pos-
tulate of quantum mechanics that the state of a closed quantum system can be described as a unit vector in a
Hilbert space (i.e. a vector space with an inner product). The states of the system that are fully distinguishable
from each other by measurement form a basis for that space, rather than comprising the space in its entirety as
they do classically. For example, the state space associated with the spin of an election is a two-dimensional
complex vector space, with the distinct “spin-down” and “spin-up” states of the electron forming an orthonor-
mal basis for the space. If we choose to write these statify asd|1), where the traditional “ket” notation

|) just denotes a column vector named,“then vectors in this space may be written as:

) = al0) +b[1)

wherea andb are complex numbers. A system like this, with two fully distinguishable states, is called a qubit.
The inner product of two such vectors is written(as$¢) where:

(Wle) = [¥)1e)
= ([))1e)
which is just the usual inner product for a complex vector space. The Viggtois written as(«|, using the

“bra” notation, and is the conjugate transposéydf, and therefore a row vector. Since this notation will be
used throughout the paper, here is an example of it in use:

(1) = (al0) +b[1)" (al0) + 1))

= (a™(0] + b"(1]) (al0) + b]1))
a*a(0]0) + a*b{0[1) + b*a(1]0) + b*b(1|1)
=a*a+b'b=|al* + b

This shows that the requirement that the state vector be of unit length impliga/that |b]> = 1. We will

later see that these squared amplitudes correspond to the probabilities of the spin being found in one of the
basis states after an appropriate measurement — so it is natural that they should sum to one. An example of a
non-classical state is:

1

V2

where the notatiofh+) is simply a common name for this state.

+) (10) + 1))
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Composition of states

The state space associated with a collection of quantum systems is the tensor product of the state spaces of
its components. Suppose we have a system composed of two spin partieledB. Let |0) 4 and|1) 4 be a

basis for the state space of partieleand|0) 5 and|1) g be a basis for the state space of partiBleThen the
composite system is modeled as a four-dimensional vector space with four basis vectors:

{104a®@[0)p, [0)a® 1), [Ha@[0)s, [1)a®|l)p}

These basis vectors have a simple interpretation in terms of the individual particles that make up the system.
For example, the vectdt) 4 ® |0) p describes a state where partielas in state|1) 4 and particleB is in state
|0) 5. These basis vectors correspond to the four fully distinguishable states of the two-particle system, and
are exactly the ones we would have picked out if we tried to represent the composite system directly, rather
than building up from its components. Basis vectors of this nature are very important in quantum computing,
so their notation is often shortened. The staa ® |0) 5 may also be written g40) 4, or|10), or even just
|2) when doing so does not introduce ambiguity. The state of the combined system can be written in terms of
the basis vectors as:

|t)) = a|00) + b|01) + ¢|10) + d|11)

wherea, b, ¢, andd are complex numbers, witla|? + 6|2 + |c|? +|d|? = 1. The state space of this composite
system has some counter-intuitive features. Some composite states are easy to interpret in terms of states of
the individual particles, but many are not. An example of an easy state to interpret is:

[4) = 5(100) — 101) + [10) — [11)

1 1
- E(|o> +1) ® E(IO> — 1))
=|+)®[-)

So this state of the composite system corresponds simplytieing in the stat¢+) and B being in the state
|—). A state that can be factored in this way is called a “product” state. But now consider the state:

1
V2

This is a perfectly legal state, called a Bell state. It is a unit vector in the Hilbert space associated with the two
spin particles. Yet there are no states of the individual spins which together give this state — it is not a product
state. Such states are called “entangled”. We will see later how these states can be produced, and how to put
them to work. For example, the stat&) will turn out to be key to implementing quantum teleportation.

|Boo) = —=(100) +[11))

Mixtures of states

The states we have described so far are called “pure” states — they are known completely. This section takes a
first step towards modeling states that are only partially known. Suppose we randomly prepare a spin particle
to be in either the0) or |1) state, with equal probability, using a random number generator. The particle is then
said to be in a “mixed” state. If we prepare a large number of such particles in this way, then it turns out that
any measurements we make on them will be statistically indistinguishable from another collection prepared
in either the%(|0> + 1)) or %ﬂo) — |1)) state using the same procedure. And both of these situations are
also statistically indistinguishable from another collection with each particle prepared in any of the four states
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a|0) £ b|1) or b|0) £ a|1) with equal probability, for any. andb. Thedensity operatorepresentation is a tool

that allows mixtures to be expressed in a form that makes it obvious which are distinguishable and which are
not. Suppose the probability of the system being in one of a set of $talds p,. Then we can write the state

of the system in terms of a density operator as follows:

p= Zpi|wi><wi|

where|y)(¢| represents the outer product of the vectersand|¢). The density operator is useful because
different distributions of states can give rise to the same measurement statistics, and if they do they will have
the same density matrix. So the density matrix hides distinctions that have no measurable consequences. For
example, an equal-probability mixture |0f and|1) gives:

p= 51000/ + 3 1)1

and an equal-probability mixture ¢f) and|—) gives:

o= 5 (500 + 15001+ ) + 5 (75000 = )50 - 1))
= 0001+ 1001+ [1){0] + L)1)+ + (10)(0] ~ [0)(1] ~ [1)(0] + [1)1)
= 210){0] + 511

which is the same as for the mixture|6f and|1).

Decomposition of states

Suppose we take a system whose state is known and then physically divide it into isolated subsystems. Classi-
cally, we would them be able to predict the evolution of each subsystem individually. For a quantum system,
the situation is more complex. We saw earlier an example of a pure state of a two-particle system that cannot
be expressed as independent states of the individual particles. The evolution of one of the particles cannot be
completely predicted once information about the other is removed. So a local model will not be determinis-
tic. In fact it turns out that for a quantum system the local model has a probabilistic interpretation based on
mixed states, conveniently expressed using the density operator introduced in the previous section. Given two
systemsA and B whose state together is described by the density opesdtdrwe can compute theduced
density operatofor systemA alone as:

p* = trp(p"?)
wheretr g is the partial trace over systeBt

trp(lao){a1] ® |bo)(b1l) = lao)(ax|tr(|bo)(b1])

Let us look at what we can say about an individual particle in the entangled two-particlg Gigte=
%(|OO> + |11)) considered earlier. The density operator for this system will be:

£ = |Bo00) {Bool
- %(loo> +[11)(¢00] + (11])

— £ (100){00] + [00) 11|+ |11){00] + [11)11])
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Then the reduced density operator for the first particle, parficie:

p? = trp(p)

% [t25(]00)(00]) + tr5(00) (11]) + trp(|11){00]) + trp(|11){11])]

[|0>< | tr5(10)(0]) + [0)(1] trp(j0) (L)) + [1){0] tr([1){0]) + [1)(1] trp(|1)(1])]

2
1 1

- 0 —|1)(1

$10)0] + 1)1

This result is consistent with the systefrbeing in the staté)) with probability ; or state{1) with probability

%, although other mixtures could produce the same result. Hence if we look at sylstdome, it will be
statistically indistinguishable from any of these mixtures. So we are free to think of it as beeithén

the statel0) or the statel1), with equal probability. In a sense this is not true, but it will make all the right
predictions — until system interacts with systenB again, at which time the description could be revealed

as false through unanticipated correlations between the two systems. This is how probabilities enter into this
completely deterministic theory.

Discarding state

Suppose we have the two-qubit stéte = a|00) + b|11), and we discard the second qubit. The reduced
density operator for the first qubit can easily be shown to be:

p = lal*0){0] + [B*[1)(1]

So the first qubit will behave as if it were drawn from a mixture of the si@tevith probability |a|? or the
state|1) with probability |b|2. The only way in which it could behave differently is if it interacted with the
discarded qubit, either directly or indirectly.

Now let us consider the effect that discarding a qubit has when it is a participant in a large entangled state.
Suppose we have a systenvof+ 1 qubits, and we plan on discarding the last one. We can write the state of
this system in the following form:

Wwy= Y al@)l)ly(@))

ze{0,1}m

The notationjz) here implies that each of the first qubits is in the statér;) with z; € {0, 1}. If the |g(x))

term were omitted, then this equation would simply be the general form of the statenofqatit system,

with a(x) giving the amplitude associated with each basis state. Imagine this is the state we are truly interested
in, but unfortunately it remains entangled with a “garbage” qubit left over as an intermediate step during a
computation (theg(x)) component). The density operator corresponding to the state then:

p =)
= Z )|a)|g(x)) > a*(y){gw)|(yl
_Z y) |z){yl 19(2)){g(v)
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Discarding the garbage qubit, the state of the remainirgubits can be computed using the partial trace:

pa = trB(p)
-Tote (ol (9@ g(y))
= Tz;a(x)a ) |2)(yl {9(y)lg(x))
-3 (a(x)a* W1l 5 (14 (1) )
= —Z y) lo) (ol + ;el)“@*ﬂwa(xm*(y) 2]
pa= 5; o) Sl + 5 Zj<—1>g<m>a<x>|x>;<—1>g<y>a*<y><y|

1
= §|?/Jgood><?/}good| + §|¢bad><¢bad|
where

[Vgood) = Z a(z)|x)

[Ybad) = D (=1)*a(z)[z)

x

This density operator is consistent with the system being in either the|siatg) or the statd.q) with

equal probability. The state)y..q) is exactly the original state with the same superposition maintained but
with the undesired qubit dropped. This is what we would like to get. The Btatg) is a superposition that is
somewhat similar to the original, but the signs of the terms are affected by the qubit we are trying to discard.
This state is rarely what we would like, unless the value of the qubit was constant. So we have only a 50%
chance of successfully eliminating the effect of the undesired qubit, which will rarely be acceptable. Luckily,
we will see in Section 3 that reversible logic permits a much more effective way of removing garbage bits by
“uncomputing” them.

Measuring state

For historical reasons, the interpretation of the measurement process in quantum mechanics remains a sea of
conflicting opinions and bad ideas. The mathematics of measurementis, in contrast, clear and unambiguous, so
many of those involved in quantum computing prefer to simply forgo interpretation (Nielsen & Chuang 2001).
But since this paper is about reversibility, and quantum measurement appears superficially to be probabilistic
and irreversible, the mathematics of measurement cannot simply be taken at face value. A simple reversible
interpretation is possible if we view measurement simply as a special case of losing state. Suppose we have a
single qubit system as described earlier:

1) = al0) +b[1)

We will see in later sections that it is a simple matter to entangle other systems with this one to get a state such
as:
|¥") = al000) + b[111)
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If the state of one of these qubits is not tracked further — perhaps it is in the uncontrolled environment — then
the best local description of the system will be a mixed state:

p = aa™|00)(00] + bb*|11)(11]

This is consistent with being in the stdt#) with probability |a|?, and the stat¢l1) with probability |b|?.
Of course, there is nothing inherently probabilistic or non-deterministic going on here — it just looks that way
because of the untracked qubit.

If we imagine the second qubit to represent the output of a measuring device, we see that it i®)either
or|1). If the statejy)) were|0), then the output would b@) with probability 1. If the statel:)) were|1), then
the output would bél) with probability 1. For all other states, there is some chance of readjfigand some
chance of reading A). This analysis is consistent with the measurement postulate of quantum mechanics,
which at first glance suggests an irreversible process but as shown here could be interpreted as a consequence
of untracked correlated states.

Measurement can be generalized to multiple qubits and different choices of basis vectors. For the pur-
poses of this paper, it is enough to consider measurement in the usual “computational basis”, which is very
straightforward. Suppose we have the following state:

V3 1 1 1 1
== — —]001) + =]100) — =[101) + —i|111
) = 35-1000) — £1001) + 7]100) — [101) + Zi[111)
If we were to measure all the qubits, we would get one of the five basis states with probabilities equal to
the squared amplitude of their coefficients. For example, the [§ta¢ would be measured with probability

(@)2 = %, and all the others with probabili% each (regardless of phase). If instead we measured just the
first qubit, we would get &) with probability equal to the sum of the probabilities associated with each of the
terms consistent with that result — in this c4s0), [101), and|111), with total probability2.. The state of
the system after the measurement would include just these three terms, renormalized to make the state a unit
vector:

) = —=[100) — —=|101) + —

V3 V3 V3

Notice that the first qubit is effectively no longer part of the superposition and the state can be written as a
product:

i[111)

1 1 1
=1|1) ® (—=|00) — —1|01) + —=1|11
) = 11) (\/gl ) \/gl ) \/gl )
The state after a measurement resu|dptan be derived in the same manner — it will be contairj@he) and
|001) terms. This shows that an undesired qubit cannot be eliminated by measuring it, and we have already

seen it is not a good idea to try just discarding it. The next section addresses the question this raises: is it
possible to compute without erasing state information?

3 Reversible computing

As anyone foolish enough to place a laptop on their actual lap knows, contemporary computers generate a
considerable amount of heat — even when every effort is made to minimize their energy consumption. We
might hope that future technical developments will ameliorate this somewhat, and no doubt they will. But
Landauer (1961) argued that a part of this heat generation is in fact unavoidable even in principle. He noted
that whenever a bitin an unknown state is erased, there is a reduction in entropy within the state of the computer
that must be matched by a corresponding increase in entropy elsewhere. The state of the bitis notin fact erased
but is rather exported to an uncontrolled part of the computer, its thermal state.
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The entropy associated with a system that is equally likely to be in any ohestétes isk In N, where
k is Boltzmann’s constant. For a bit, the entropykik 2. If a process is applied to the bit to force it into
a known state, the entropy associated with it becoiiesl = 0. If the bit is physically realized as part
of a thermalized distribution, then energy will be dissipated in a heat flod(ot= T'dS, whereT is the
temperature andS = kIn 2 is the change in entropy (Gershenfeld 1996). This is aBoutl0~2! Joules at
room temperature. This insight — that erasing memory generates heat — was historically important in clearing
up the status of Maxwell's demon. Maxwell’'s demon is an imaginary creature that guards a tiny door between
two containers, opening and closing it strategically to allow selected molecules to pass and thereby arranging
for the faster (“hot”) molecules to be on one side and the slower (“cold”) molecules on the other. This creates a
temperature difference that could be used to do work, and so at first glance appears to violate the second law of
thermodynamics. Putative “exorcisms” of the demon have been many and varied. Szilard (1929) published an
influential paper that persuaded many that heat generated during measurement was the “savior” of the second
law. In his paper Szilard noted in passing that the dem@moryof the result of a measurement had to be
erased before it could close the thermodynamic cycle and continue on to measure the next particle. This insight
was lost in confusion over the process of measurement until Bennett (1988) made the connection between the
demon and Landauer’s insight, showing that erasure of the result of a measurement was sufficient to save the
second law.

While exploring the consequences of the heat generated by erasing a bit, Landauer (1961) quickly realized
that heat dissipation could be prevented by simply storing all bits that would otherwise be erased. But this was
simply a delaying action; these “garbage” bits would accumulate continuously over the course of a compu-
tation. Landauer assumed that the programmer would eventually have no choice but to erase the bits so that
storage space could be reused — at which point heat would be dissipated. And so he concluded that computing
was necessarily an irreversible process. But Bennett (1973) showed that this conclusion was premature, and
that it is in fact possible to compute in an entirely reversible fashion. He demonstrated this by constructing
a reversible Turing machine. The machine first performed the desired computation, saving all necessary state
to preserve reversibility at each state transition, essentially as Landauer envisioned. Then the machine ran in
reverse, step by step undoing everything it had computed, and so succeeds in returning the machine’s memory
back to its original state without having to forcibly reset the state of any bits. In fact unknown to Bennett this
much of his construction had been anticipated earlier by Lecerf (1963) in a paper concerned with a problem
in the “diagonalization of homomorphisms of free monoids”. Lecerf was apparently not aware of Landauer’s
work and never made (or wanted to make) the connection to heat generation.

But of course the machine described so far is useless since it uncomputes the desired output of the compu-
tation along with everything else. Bennett’s innovation over Lecerf was to add an intermediate phase, before
the machine ran in reverse, where the desired output was copied to an initially blank auxiliary tape. This simple
addition meant that at the end of the process, the desired output was available while all intermediate results
generated along the way were completely erased.

Unfortunately the space needed to store all the intermediate state information required by Bennett’s con-
struction can be quite large; it is proportional to the length of time the machine runs for, which could be
exponential in the size of the storage needed by an irreversible equivalent. Bennett pointed out that if a com-
putation can be broken down into sequential modules, each module can be individually reversed and so space
can be reused as the computation proceeds. In Bennett (1989), he develops this argument to show that an
irreversible Turing machine using tinfféand spac& can be simulated by a reversible Turing machine requir-
ing time O(T**¢) and space& (S InT) for e > 0. Levine & Sherman (1990) quickly pointed out that these
bounds are somewhat misleading, because of a hidden factor that diveegap@saches 0. Their refined
bounds show the reversible machine running in té&{@ < /S¢) and spac®(S(1 + In(7/S))). This is the
best known current result for trading off time and space for a reversible simulation of an irreversible machine.
Conveniently, it preserves the complexity classes P and NP, although other classes are not preserved. At anoth-
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er extreme, Lange, McKenzie & Tapp (1997) have shown that an irreversible Turing machine can be simulated
reversibly in linear space, but unfortunately their construction uses exponential time.

Further bolstering the idea that computation need not cause an increase in entropy, Edward Fredkin devel-
oped an ingenious reversible logic gate that could in principle be implemented as billiard balls bouncing off
perfectly elastic walls (see Figure 2). This gate, called the Fredkin gate, is universal for digital logic and sim-
ilar techniques to those of Bennett can be used to eliminate intermediate results (Fredkin & Toffoli 1982). In
logical terms, the Fredkin gate is a controlled-swap operation. It has three inputs and three outputs. The three
signals pass through unchanged, except when the a control input is active; in that case the other two signals
are switched. Fredkin’s collaborator, Toffoli, also developed a universal reversible logic gate that is easier to
work with in practice but doesn’t have a similar implementation in billiard-ball physics (see Figure 3).

Inputs Outputs

a c a b ¢
001 oo 1
0310 o
Lo o
AERERNTA

Fig. 2. A billiard ball implementation of a Fredkin gate, following Nielsen & Chuang (2001). Rectangles represent walls,
circles represent possible ball positions. If no ball enters #te “control” input, then balls entering atandb bounce
through toa’ andb’ respectively. If a ball does enteratthen if balls enter at either or b they will exit from the opposite
outputsb’ ora’.

Toffoli gate representation Inputs Outputs
a c a b c
a a 000 0 0O
0 01 0 0 1
0 1.0 0 10
b b 011 0 1 1
1 0 0 1 0}]0O
1 01 1 0|1
N
¢ b ¢t ab 110 1 11
11 1 1 1|0

Fig. 3. The Toffoli gate. Nowa andb are control inputs and pass through unchanged; if both are true, then a target input
c is flipped. The Toffoli gate is universal and reversible — in fact it is its own inverse, since flipping the target input twice
will leave it unchanged.

10
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It is now time to return to the quantum world to see how reversible logic can be mapped onto the evolution
of a quantum system.

4 Quantum Evolution

In Section 2 we saw that erasing qubits in a quantum computer could scramble the state of the machine. Then
Section 3 showed that it is in fact possible to perform useful computations without discarding state in this way.
We now examine how quantum system evolve, and how to match that evolution to reversible logic.

An isolated quantum system evolves in time according to@fihger’s equation:

L dlY)

whereH is a fixed Hermitian operator called thkamiltonianof the system, antlis Planck’s constant (divided
by 2). If we consider the evolution of the system in some periptb ¢» from an initial statg«), the final
state will be:

W) = Uly)

whereU is a unitary operator that depends only on the timesndt, and which can easily be derived from the
Hamiltonian for the system. In quantum computing, the system Hamiltonian is manipulated to yield a desired
unitary operation on the quantum state — in general the system will not in fact be isolated as claimed above,
but strongly driven to yield a particular Hamiltonian. When dealing with mixed states, it is easier to express
the system evolution in terms of the density operator representation introduced in Section 2. The evolution of
the density operator of the system in some petiolb ¢, from an initial statep is given by:

o =UpU"

whereU is the same unitary operator as before &fds the adjoint(U*)”. In the case of unitary operators,
Ut is in fact the inverse ot/. This means that the inverse always exists, and so we can conclude that the
evolution of a quantum system is reversible.

Composing unitary operators

A unitary operator applied to am-qubit system can be described byr-ax n complex-valued matrix whose
eigenvalues’* are all of modulus one. The space of possible operators is very large. It contains all reversible
logic operations as a small subset, and so a quantum computer is at least as powerful as a classical reversible
computer. But there are also many operators with no classical equivalent. For example, while there are only
two reversible logic operations that can be applied to a bit — the identityN\and — there are a continuum of
operators that can be applied to a qubit. An important one-qubit operator is the Hadamard operatodiwritten
(forgetting now about Hamiltonians):

g1 [1 1]

V2 11

This matrix representation assumes that the state of the qubit is written as a column vector:

al0) +b]1) =a{(1)] “m _ M
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Applying the Hadamard operator to the stitegives a non-classical result familiar from Section 2:

H|0>=% [1—1”3] :%H

1
= (0 +10) = 1+)

Another useful family of operators lets us change the phase dbihend|1) components relative to each
other. Examples include the S and T operators, callegliaseandr /8 operators respectively for historical

reasons:
10 1 0
s=0d] 7= loen]

For exampleS applied to the state\}—§(|0> +11)) gives\/%(|0> + i|1)). Manipulating relative phases is vital
for controlling interference effects.

If we have two qubits, an important operator is controlled-NOTCA¥OT'. If we assume states are ex-
pressed as|00) + b|01) + ¢[10) + d|11) = (a, b, ¢,d)T, thenCNOT corresponds to the following matrix:

CNOT =

SO O
o o = O
= O O O
o R OO

Its effect is to swap terms ifl0) and|11). In other words, it flips the logical state of the second (“target”)
qubit if the first (“control”) qubitis|1), and leaves it alone otherwise:
al00) + b|01) + ¢[10) + d|11) == @|00) + b|01) + ¢[11) + d|10)
= al00) + b|01) 4 d|10) + ¢|11)

Since quantum evolution is linear, it is always possible to compute the effect of multi-qubit operators on
complicated states by applying the operator to each basis vector individually, then scaling and summing the
result.

It turns out that three of the operators mentioned so far — HadaniBxdr(/8 (7'), and controlled-NOT
(CNOT) can together be composed to form an arbitrarily precise approximation to any unitary operator on
n qubits (Boykin, Mor, Pulver, Roychowdhury & Vatan 1999). This composition is analogous to building
combinatorial digital circuits out of a universal set of gates. That these operators are universal is somewhat
surprising, since classically at least one three-input gate such as the Toffoli gate is needed for universality in
reversible logic. But because of the extra types of operations that exist in a quantum setting, itis in fact possible
to construct the Toffoli gate out of one-qubit and two-qubit operators. The next section examines universality
in more detail.

5 Universal quantum gates

Constructing a desired unitary operator by composing a set of “building block” operators that apply to a small
number of qubits at a time is analogous to conventional digital circuit design. Deutsch (1989) introduced

a representation called a quantum gate array which consists of a set of “wires” (corresponding to qubits)
punctuated by “gates” (corresponding to unitary operators). Each gate take a certain number of inputs, applies
their associated operator, and presents the result on the same number of outputs. For example Figure 4 shows
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Fig. 4. An example of a simple gate array, or quantum circuit. The horizontal lines represent qubits. Time flows from left to
right. The box marked{ applies a Hadamard operator to the top qubit. The vertical line terminating in a cross represents
the CNOT operator.

a simple gate array involving the operatéfandC' N OT'. Horizontal lines in this circuit represent individual
qubits, with their initial values shown on the left. Gates are often represented as simple labelled boxes, as
for the Hadamard gate shown (tieacting on the uppermost qubit). The controlled-NOT gate is drawn as a
vertical line beginning from the control qubit and terminating on the target qubit with an “XOR” syrafjol (

The activity of the gate array is as follows. The input stat@jsz |0) = |00). Then a Hadamard operator is
applied to the first qubit, leaving the second unchanged, giving:

1
>
— Liooy+ L0

V2 V2

We now apply a controlled-NOT, with the first qubit as the control and the second as the target. This swaps
terms in|10) for terms in|11). So the result is the state:

(H10)) ®10) = —=(|0) +[1)) @ |0)

)+ )

L00 L11
75100) + =5 11)

which is the statésy,) introduced in Section 2 as an example of a state that cannot be written as a product of
states of its component qubits. So this simple circuit can take the entirely classicald8taad produce an
entangled state.

A set of quantum gates is universal for quantum computation if they can be combined to approximate any
unitary operator to any degree of accuracy. There are many possible choices for such a set. Barenco et al. (1995)
showed that the set of all single-input quantum gates, augmented with the controlled-NOT gate, is universal.
In fact this set can be used to construct all unitary operaxastly— no approximation is needed. This draws
on the work of Deutsch (1989) who showed that a generalization of the Toffoli gate is universal for quantum
computation. The Toffoli gate applies a bit-flip to its target when the control inputs are|botBeutsch’s
generalization allows any one-qubit operator to be applied the target in place of a bit-flip, and permits any
number of control inputs. Barenco et al. (1995) give a decomposition for these “controlled-U” gates into gates
with fewer inputs. For example, Figure 5 shows how a three-qubit controlled-U gate can be constructed from
operations over at most two qubits. Constructions of this nature demonstrate that two-qubit gates are sufficient
for universality. Barenco et al. (1995) also show how a controlfegate with a single control input can be
implemented by the controlled-NOT gate and single-qubit gates, showing that universality is possible with just
a single type of two-qubit gate. This result hinges on the fact that any single-qubit unitary opéxanrbe
decomposed into the following form:

U — pic e~ B2 cos 3 —sin 3 e”1/2 0
= 0 /2 sind cos % 0 e9/2
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— U [— \Y \ Vv

Fig. 5. Implementing a controlled* gate with two control inputs using gates with single control input$s chosen such
thatVV? = U. If the two control qubits ar¢l) then the transformation applied to the targeVi®” = U. If either of the
control qubits is|0) then the transformation applied is eitheor V'V = I. Hence this construction applies the correct
control logic.

P S— P

4
"

a
U

— U [— C B A

Fig. 6. Implementing a controlled* gate with controlled-NOT gates and single qubit gates. The gatés andC are as
described in the text — ignore ttfé gate for now. If the control qubit (the upper line) @B, then the target qubit (lower) is
transformed byABC = 1. If the control qubit is1), then the target qubit is transformed ByX BXC = ¢~ *“U, which

is the desired operator up to a phase. Thgate cancels this phase by applyié% e_om ) .

It is then possible to construct three operatérs3, andC such thatABC = I ande’*AX BXC = U, where
X is the bit-flip operator.

— . : 846 ;8o
e 'z 0 cos T —sin 7 cos J sinT et a 0 el 0
A= i in Y 7 B=1{_u"% o2 _j0+8 C= _B=s
0 ez Sin 1 COSs 1 Sin 1 COSs 1 0 e 1 0 e 1

This decomposition s all that is needed to build up the contrdlleghte from controlled-NOT gates and single
qubit gates, as shown in Figure 6. The constructions so far require the ability to perform arbitrary single-qubit
operators. If we are willing to settle for approximations to the desired result, it is possible to use just a small
set of basic single-qubit operators, for example Hadamardaddates (Boykin et al. 1999). This simulation
is efficient — ifn is the number of gates in the original circuit, the number of gates in the approximation is
polynomial inlog(n/e) wheres is the accuracy of the simulation.

In practice, implementation details will dictate which operators are easy to perform and which are harder.
It is easy to leverage a small set of operators into a much larger set by combining the Hamiltonians that
generate them. For example it is possible to enact the HamiltohiamB given the ability to enactl and B,
by switching rapidly between them. Various versions of the Trotter formula provide the necessary recipe — for
example:

ol

ei(AJ,-B)At — einAt/QequAteinAt/Q 4 O(At?’)

This approximation implies that by switching at a sufficiently small time stepwe can enact the Hamiltonian
A + B by enactingA for At/2, thenB for At, then A for At/2. Another very productive formula is that of
Baker-Campbell-Hausdorf:

e(A+B)AL _ eAAteBAtefé[A,B]AtZ + O(At3)
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This can be arranged to show how to enget, B] in terms of A, B, and A + B. So if we know how to
implement two Hamiltonians, we can implement their commutator. Similarly, we can gepérate B]] etc.
UnlessA andB are very unfortunately chosen, we can in fact generate any Hamiltonian this way, in principle
(Lloyd 1995).

But a crucial issue not touched on at all yet is whether gates can be implemented in a fault tolerant manner,
so that errors do not accumulate during a computation. This problem is addressed in the next two sections.

6 Error correction

In digital circuitry, logical states are represented by extremes of a continuous physical parameter. If a signal
starts to deviate away from its nominal value, it can easily be pushed back long before it might be interpret-
ed erroneously as corresponding to another state. This ceaseless “restandardization” is missing from analog
computers. When state information is stored densely in a continuum, then a slight drift in a signal may be
enough to reach the nominal value for a different state — and so the drift cannot be detected and corrected. A
worrying early criticism of quantum computing was that it seemed to be essentially analog in nature, and so
restandardization or error correction would not be possible (Preskill 1998a). If this were true, then construct-
ing a large-scale quantum computer would be an impossible dream. It is certainly true that the state of a set of
qubits lies in a continuous Hilbert space, where each point on the unit hypersphere in that space corresponds to
a perfectly valid state. Even worse, the variety of errors that can occur in a quantum setting is far greater than
in classical scenarios. We have already seen that if just a single degree of freedom in the environment becomes
entangled with the state of the machine, its ability to perform useful computation may well be destroyed.
Achieving error correction in a quantum setting is further hindered by the fact that an incautious measurement
can effectively destroy the state we are trying to preserve. All very daunting indeed.

The first crucial step in quantum error correction is to demonstrate that an error can be detected and
corrected without learning anything about the state being protected — since we know we cannot measure that
state without disturbing it (Nielsen & Chuang 2001). Consider one of the simplest classical codes, where a bit
is simply repeated three times:

10) — [000)
1) — [111)

The only error that can occur classically is a bit flipping frginto |1) or vice versa, and with this code we
can correct for up to one such error by taking a majority vote. In a quantum setting, we need to consider what
happens to non-classical states:

al0) + b|1) — a|000) + b|111)

If we measure these three qubits to determine if there has been an error, we will destroy the very state
information we wish to protect. But for this code we can safely measure parity information. To see this,
consider a bit-flip on the first qubit. This will result in:

a000) + b|111) —> a|100) + b|011)

Regardless of what the state we are protecting is, the encoded state has even parity before the error and odd
parity afterwards. The circuit shown in Figure 7 shows one way to measure that parity without learning any-
thing about the protected state. We can easily use the parity to diagnose whether a (single) error has occurred.
To determine which qubit has been flipped, we can measure the parity of each pair of qubits. The two unflipped
qubits will have even parity as a pair, identifying the remaining qubit is the erroneous one. We can then apply
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|0) N7 N D /74‘\

Fig. 7. Measuring parity using an ancillary qubit (a spare qubit in a known state is often called an ancilla). The ancilla is
flipped once for each qubit in the stdte, so its final state reflects the overall parity.

a bit flip operation to correct that qubit, which is a reversible operation, without ever learning anything about
the protected state.

But this scheme is incomplete, since bit-flips are not the only errors that can occur in a quantum system.
Phase-flip errors are also possible. If we wish to protect against this kind of error, forgetting about bit-flips for
the moment, we can use a different but analogous code:

1
2V2
1
2V2
Instead of measuring parity, we now measure products of phases, but otherwise the analysis is the same as

before. Now suppose we wish to protect against either a bit-flip or a phase-flip. Then we can simply chain the
two codes given above to get the following 9-qubit code:

10) — ——=(10) + [1))(10) + [1))(|0) + [1))

1) — ——=(10) = [1)([0) = [1))(|0) = |1))

1

0) = 75(1000) + [111))(1000) + 111))([000) +[111))
1

1) 575(1000) — [111))(1000) — [111))(]000) ~[111))

This is called the Shor code (Shor 1995). We first correct for bit flips within each triplet of qubits. A phase flip
of any qubit within a triplet has the same overall effect, so we can correct phases just as before.

Through a stroke of serendipity, it turns out that correcting for bit flips and phase flips corrects for the
whole continuum of errors that can affect a qubit — from a tiny drift, to complete replacement with a random
state. Measuring whether either of these two types of errors occurred actually discretizes the error modes,
which is what finally saves quantum computing from the analog curse.

7 Faulttolerance

Error correction is useful for transmitting and storing quantum states. But to compute with the state, it must
be possible to apply operators to it. If the state needs to be decoded to do this, then it will be vulnerable to
corruption. Sdfault tolerantmechanisms have been developed that allow operators to be applied directly to
the encoded form of a quantum state. These mechanisms need to be carefully designed so that they do not
propagate errors excessively. How difficult this is to achieve depends on the coding method used. The 9-qubit

16



Area Exam February 4, 2002

Fault-tolerant Hadamard gate Fault-tolerant phase gate Fault-tolerant controlled-NOT gate
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Fig. 8. Fault tolerant implementations of the Hadamard (left), phase (center) and controlled-NOT gates (right), for use with
the Steane code. This style of implementation, where the same operation is applied to each of the qubits in a code block
independently is called “transversal” and is desirable because it avoids propagating single errors to multiple qubits within
the same code block.

Shor code given earlier is easy to understand but is not ideal for implementing fault tolerance. The Steane code
is a popular 7-qubit code that also can protect against a one-qubit error (Steane 1996). It is less intuitive than

the Shor code, but does permit remarkably simple fault-tolerant gates to be constructed. For completeness, the
code is as follows:

10) — - [|0000000) + [1010101) + [0110011

7 ) )
|0001111) + |1011010) + (0111100
[[1111111) +]0101010) + |1001100
|1110000) + [0100101) + |1000011

+(1100110)+
+ 11101001)
+10011001)+
+10010110)

Sl
[¢9)
~— ~ ~ ~

For this code, fault-tolerant versions of the Hadamard and controlled-NOT gates can be constructed very
simply, as shown in Figure 8. The fault tolerant Hadamard is built by applying a normal Hadamard gate
separately to each of the seven qubits in an encoded block representing a single logical qubit. If one of the
gates fails, that error affects one qubit within the block, which can be corrected. The fault tolerant controlled-
NOT gate applies a controlled-NOT to corresponding qubits within the blocks for the logical control and
target qubits. A failure in one of those gates will affect no more than one qubit within each block, which can
be corrected.
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The Hadamard, phase, and controlled-NOT gates together are not universal, but they are sufficient to con-
struct many circuits that are important for communication and coding. These gates belong to the Clifford
group, a group that plays a key role in the theory of quantum error correction and fault tolerance.

The Clifford group

It is possible to analyze the behavior of quantum circuits in terms of how operators evolve, as opposed to how
the state itself evolves. In other words, instead of characterizing a gate by how it transforms the basis states,
we might describe how it transforms operators on the original state. For example, if we decide to track the
effect applying the gat& has on the operatdi, we can use the following identity:

UHyp) = UHU'UJ3)

Remember that/ U = I sinceU is unitary. This identity implies that aftéf is applied, the operatdf HU

has the same affect as applyifighbeforelU. So in a sens& transformsH to U HU U . With a careful choice

of operators and notation, this “Heisenberg” representation can give a very terse, compact description of the
operation of many important quantum circuits (Gottesman 1999). A good set of operators to choose are tensor
products of the Pauli operators, namely:

10 01 0—i 10
A O e I R PR
I is the usual identity operator. Th€ operator flips thd0) and|1) components of a state; it is sometimes
called the “bit-flip” operator. TheZ operator switches the phase of fi& component while leaving thi®)
component unchanged, and is often called the “phase-flip” operatod Tdperator is just the product of
and Z along with a global phase. The Pauli operators together form a basis for unitary matrices on a single
qubit. Tensor products of the Pauli operators form a basis for arbitrary unitary matrices.

The Clifford group is the set of unitary operators which, when composed with a tensor product of Pauli
operators, yields another tensor product of Pauli operators (up to a global phas@of-i). The Hadamard
operator has this property. So does controlled-NOT. And so do all the Pauli operators themselves. By staying
within the set of Pauli operators, compositions of operators within the Clifford group can be expressed concise-
ly in the Heisenberg implementation. And by considering states that are left unchanged by a set of operators,
codes such as the Steane code find a much simpler and tractable representation.

An impressive body of work has been developed for analyzing and constructing circuits from gates within
the Clifford group (Gottesman 1999). Unfortunately operators such as/thgate do not map Pauli operators
to Pauli operators, and so are not amenable to these techniques. So universal quantum computation cannot be
handled within this framework. One proposal for a systematic procedure for implementing gates outside of the
Clifford group finds its roots in quantum teleportation.

8 Quantum teleportation

A quantum state cannot in general be duplicated, unless it is known to be drawn from one of a set of mutu-
ally orthogonal possibilities (such as the classi@aland|1) states). This is called the no-cloning theorem
(Wootters & Zurek 1982). When first discovered, this result was thought to rule out even the theoretical pos-
sibility of one day developing “Star Trek” style teleportation, since the quantum state of matter could not be
copied. But it was later discovered that despite this limitation, quantum state can in fact be transmitted per-
fectly across a classical communications channel if the sender and receiver share certain resources (Bennett,
Brassard, G&peau, Jozsa, Peres & Wootters 1993). This cannot be used to clone a state because the original
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Fig. 9.No cloning sign (left) adapted from a lecture by Peter Shor. The fact that quantum states cannot be copied prompted
early skepticism about the utility of quantum information processing. As well as casting doubt on teleportation, it had the
more serious implication that quantum error correction and long distance communication might be impossible. Thankfully
this turned out not to be a serious detriment, and now quantum coding is a thriving cottage industry turning out hundreds of
papers about Alice and Bob (right), the mythical characters whose convoluted public and private lives make them insatiable
consumers of all the latest coding technology. (Cartoon created by John Richardson for Physics World, March 1998).

is unavoidably destroyed in the process. This method is called teleportation despite the fact that it involves
transmission of state as opposed to matter.

Quantum teleportation is usually explained with the aid of two characters Alice and Bob, famous in coding
theory for wishing to communicate with each other under ludicrously hostile conditions. Suppose Alice and
Bob each possess one qubit of the entangled pair of qlkigs = %(|OO> + |11)). Then Alice can pass
the state of a qubity) = a|0) + b|1) to Bob by carefully interacting/) with her side of the entangled pair,
and sending him some classical information. As a result of this procedure, Bob ends up with a bit-flipped
and/or phase-flipped variant fof): either|¢)’) = a|0) £ b|1) or |¢") = b|0) £ a|1). The classical information
Alice sends to Bob encodes which of these four variants Bob will have, which occur with equal probability.
Once Bob receives this information, he can easily apply the appropriate transformation to poieto the
desired statéy). But without this information, Bob can learn absolutely nothing about the gtate since a
mixture of the four possibilities above give a density matrix that is independeit oT his fact is important
since otherwise the procedure would permit information to be communicated faster than the speed of light,
leading to causal inconsistencies and grandfather-cide.

Figure 10 shows a circuit for performing teleportation of a single qubit|iet= a|0) + b|1) be the state
to be teleported. Then the initial state of the system is:

|Q’> = |¢>|ﬁoo>

— (al0) + b[1))—

V2

1
= —=(al000) + a|011) + b[100) + b|111
\/ﬁ(l ) +al011) + b[100) + b[111))

Applying the controlled-NOT operator, we flip the second qubit whenever the fifstis

(100) +[11))

|7’y = —(a]000) + a|011) + b|110) + b[101))

Sl
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Fig. 10.Gate array for performing quantum teleportation of a single qubit.

Applying the Hadamard gate to the first qubit mé#psto |+) and|1) to |—):

") = 5 [(10) + 1)) ® ¢|00) + (0) + [1)) ® al11) + (|0) — [1)) @ b[10) + (|0) — [1)) @ b|01) ]

RN~ N~

(a]000) + a|100) + a|011) + a|111) + b[010) — b|110) + b|001) — b[101))

= 5 [100)(al0) +b1)) +[01)(b[0) + a|1)) +[10)(a[0) — b[1)) + [11)(=b|0) + a[1))]

If we were now to discard the first two qubits, the remaining qubit is in the gtatep to a bit-flip and/or a
phase-flip. If we instead measure the first two qubits — represented by the meter symbols in the figure — we
learn nothing aboyt)) but we do learn how to recover it from the third qubit. If we measure the first two qubits
as|00) then the third is exactljt)). If we measuré01), then we need to apply a bit-flip operatdf)to recover
|1y — the double lines in the figure represent the classical control needed to do this. Megsirtatls us we
need to apply a phase-flip operatah(And for |11) we need to do both a bit-flip and phase-flip. So in each of
the four cases we can recoyéh without ever learning anything about its state in the communication process.

The measurement step in Figure 10 is important for teleportation as its results can be sent through a
classical communication channel, so that no quantum interactions are needed between Alice and Bob after the
initial distribution of the entangled pajfy,). We will be concerned with using teleportation machinery for
gate construction, following Gottesman & Chuang (1999), so we are free to postpone the measurement step,
replacing classical control with quantum control as shown in Figure 11. Delaying measurement this way never
changes the operation of a quantum circuit. If we do so, then the final state of the system is:

") = %(I00> +(01) + [10) + [11)) @ (al0) + b[1))

And we can clearly just discard the first two qubits — there is in fact no need to measure them, since the result
no longer affects the third qubit.

9 Teleportation for gate construction

Section 7 showed one way to implement fault-tolerant versions of Hadamard and controlled-NOT gates, both
of which are members of the Clifford group and have special properties that make them easy to work with. But
we need at least one more gate drawn from outside the Clifford group for universal fault-tolerant computation.
For example, if ther /8 gate also had a fault-tolerant implementation, then all operators could be implemented
in a fault-tolerant manner. Gottesman & Chuang (1999) developed a procedure for doing this, using the ma-
chinery of quantum teleportation. The teleportation process described in Section 8 depends on the availability
of an ancillary statés,y) = % (|00) + |11)). If this state is different, the outcome of the teleportation circuit
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Fig. 11. Using teleportation without measurement. If classical control is replaced with quantum control, we can simply
discard the qubits that were previously measured. Implementations of teleportation have used this approach, simply letting
the discarded qubits decohere rather than explicitly measuring them (Nielsen et al. 1998).

may be different. The basic question addressed by Gottesman & Chuang (1999) is whether by careful choice
of the ancilla, the teleportation procedure can be made to implement a useful transformation on its input. And
in fact it can. With the right choice of ancilla, it can implement gates such asth@ate. Since the gates in

the quantum circuit itself are all in the Clifford group, that implies thatti@ gate can be implemented in a
fault-tolerant manner — assuming the ancilla itself can be prepared reliably.

Figure 12 demonstrates the technique in action. Since we are no longer interested in teleportation per
se, we can permit the “sender” and “receiver” to interact quantum mechanically, allowing the circuit to be
considerably simplified (Zhou, Leung & Chuang 2000). In fact we can eliminate one of the ancillary qubits
used in the general teleportation circuit. To derive a circuit that applies/thigate, we simply apply that gate
to the output of the teleportation circuit and then commute it backwards towards the inputs. In the end, we can
arrange the circuit so that the/8 gate applies only to the ancilla. The remainder of the circuit can be produced
using operators in the Clifford group, and so can be implemented in a fault tolerant manner. We can produce
TH|0) in a fault tolerant manner by simple quality control — generate the state by non-fault-tolerant means,
then measure it to ensure it has the correct value, and simply start over if it doesn’t. Of course the success of
this procedure depends on being able to perform measurement in a fault tolerant way, which luckily is possible
(Shor 1996).

o — H X v o — H X H T T
| |

9) & Al (@) #) & Al (b)

oo — H T 1 SX Ty) SX Ty)
| |

4) & A (© %) & Al (d)

Fig. 12. An implementation of ther/8 (T") gate that is compatible with fault tolerance. This follows a construction in
(Zhou et al. 2000). Ifa), a simple circuit is shown that transfers an unknown gtatérom one qubit to another. Itb),

we apply al" gate to the output to get the desired requl)). Now we commute T back through the circuit, making any
changes necessary to other gates as we d@l)lthe gate is now being applied to a constant input, and so its result can be
prepared independent of the main computation. All the gates outside of the dotted line have fault-tolerant implementations.
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The procedures introduced in Gottesman & Chuang (1999) and developed in (Zhou et al. 2000) allow
direct fault tolerant implementations of any operatbwith the property that for any Pauli operatBt the
operator/ PUT is in the Clifford group. This covers important gates such astiftegate as we've already
seen, but also the Toffoli gate which can be implemented using a two-input generalization of the teleportation
circuit.

10 Conclusions

Information cannot be destroyed in a reversible universe, but it can be dispersed and made inaccessible. This
is what occurs in a classical computer every time it performs a nominally irreversible operation. But quantum
computers can't disperse state information without forfeiting the ability to control entanglement, which is the
only reason to build a quantum computer in the first place. So while reversibility is merely optional for classical
computation, it is a requirement for quantum computation.

In both classical and qguantum computers, the use of reversible operations theoretically allows the energy
required by the computer to be made arbitrarily small. In practice, energy is required to fight noise through
restandardization and error correction. For example, memory of a measurement made during error detection
must be erased before measuring again, which is an irreversible heat-generating process. Quantum systems
currently under investigation are delicate and prone to error, and so the error-correcting infrastructure may
well run quite hot — even hotter with gate constructions like that of Gottesman & Chuang (1999) that consume
extra ancillary states. So the fact that quantum computing uses completely reversible logic does not imply that
guantum computers will be energy efficient. In fact since quantum operators are currently applied by zapping a
gquantum system with lasers or other energy-guzzling instruments of torture to manipulate its effective system
Hamiltonian, these smaller energy drains are unlikely to be a concern for some time.

The theory of quantum computing is racing far ahead of implementation, at times almost ludicrously so.
But the developments in error correction and fault tolerance touched on in this paper, which have profound
and immediate consequences for how gates can be organized and which of them make scalable basic building
blocks, shows how important it is for theory to look a few steps ahead to guide implementation efforts.
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