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Abstract

In local homing, an agent returns to a previously
visited location by moving to maximize the cor-
respondence between what it sees currently and a
remembered view from the target. Clearly this is
straightforward if the agent is close enough to the
target, and less easy over longer distances. For
example, Franz et al [2] give a homing algorithm
which works well when close to the target, but
the accuracy of which falls o� rapidly once the
agent is far enough away for features seen from
the target to be occluded. This paper presents a
scheme that attempts to move an agent into the
same basic geometric relationship with its envi-
ronment as it remembers being in at the target,
at which point Franz's homing algorithm stands
a better chance of success.

1 Introduction

At its simplest, local homing tries to answer this ques-
tion: given what an agent sees at its current location, and
given a record of what it saw at some target location, in
which direction should the agent move to return to that
target? For example, honeybees exhibit an ability to re-
turn to an unmarked location based on the position of
nearby landmarks, which it is suggested they achieve us-
ing this type of homing [1]. The same behavior has been
implemented in robotic form using a number of di�er-
ent strategies. This paper will present a possible scheme
for extending somewhat the currently limited area over
which such strategies can be applied successfully.
Local homing, which works only if an agent is su�-

ciently close to its target to begin with, may not imme-
diately seem useful. Perhaps the clearest way to see its
utility is to consider its potential as a building block for
homing over greater distances. Clearly if an agent starts
far from its goal, comparing the current view with the
desired view will rarely yield useful information. But
by accumulating a mosaic of known locations, the task
of homing from a starting location to some distant tar-
get breaks down into short-range homing to a series of
intermediate locations [4]. See Franz et al [3] for an im-
plemented system. Alternatively, local homing could also
be employed when an agent is able to use dead-reckoning

or other cues to return to the general area of its goal,
but with some error for which it must compensate. Lo-
cal homing can make this correction, and prevent errors
from accumulating.

Given that local homing is useful, it does not immedi-
ately follow that extending the range it can succeed over
is a worthwhile proposition. For example, in long-range
homing as described above, limitations of the size of the
\capture area" over which local homing succeeds can be
compensated for by simply enforcing a shorter distance
between neighboring homing targets. However, it seems
reasonable to build as much robustness as possible into
the local homing scheme, rather than trying to compen-
sate for its brittleness at the next layer of abstraction.
This paper suggests that such robustness can indeed be
achieved.

At an abstract level, honeybees are living witnesses
that extremely robust solutions to many of the problems
that face robots are possible. A detailed understand-
ing of how insects achieve this competence is potentially
useful for robotic applications. Conversely, robotic im-
plementations of homing can advance our understanding
of the \rules of the game" that insects have learned to
play so well. It is a reasonable hope that a better grasp of
the general problems faced by autonomous agents may
help to clarify parts of the honeybee's particular solu-
tions. Towards this end, although the details in this
paper are slanted towards robotic implementation, the
overall design is strongly inuenced by aspects of what
is known about homing in bees.

The next two sections briey review two di�erent ap-
proaches to homing, as background. A new homing tech-
nique is then presented that can extend the range over
which local homing is practical. The performance of the
technique in a simulated environment is demonstrated
through comparison with both honeybees and robotic
implementations. Finally some consequences of the work
are discussed.

1.1 Image-based homing

One theory of the mechanics behind the homing behavior
of bees is that they memorize the retinal image they see
at the goal (e.g. at a food source), and then on returning
search for the position from which the view best matches
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that image [1]. This type of homing is called image-based

homing.
In image-based homing, there are two questions that

need answers: how are qualities of matches between
images evaluated, and what search strategy should the
agent use to direct its motion. Robotic implementations
often avoid directly grading how well images match, and
instead compute in which direction the robot could move
to most improve the match. The search strategy is then
to follow this direction, recompute, move again, and so
on [4].
How can the correct direction to move in be calcu-

lated? A common approach to homing is to somehow
establish a correspondence between features of the cur-
rent view and the home view. Cartwright and Collett
presented a model of landmark navigation in bees along
these lines. Their model bee matches dark and light ar-
eas of its current view against corresponding areas in the
view apparent at the target, and moves appropriately
to bring the areas into agreement. Robotic implemen-
tations along di�erent lines include those of Hong [4],
and R�ofer [5]. In [6], Wittmann presented a more de-
tailed model of landmark navigation than that given by
Cartwright and Collett. In particular, he elaborated
on this problem of establishing a correspondence be-
tween the current and home view. This is the di�cult
part of homing; once the correspondence is known, com-
puting the homing vector is relatively straightforward.
When close to the home, it is relatively easy to establish
a correspondence, but once prominent features become
su�ciently displaced, or occluded, or the environment
changes somewhat, the correspondence problem becomes
di�cult. It certainly becomes extremely di�cult to do
from local considerations. Any pair of features wrongly
put in correspondence can make the homing algorithm
give inaccurate results.
A homing technique called parameterized scene match-

ing advanced by Franz et al [2] avoids the problem of es-
tablishing explicit local correspondences by working over
the entire view.

1.2 Parameterized scene matching

A competent image-based local homing algorithm has
been implemented by Franz et al in [2]. This algorithm
uses a transformation that takes the current view from
the agent and \warps" it, based on the assumption that
all landmarks are equally distant from the agent, to give
an estimate of the view the agent would have if it moved
some distance in a particular direction. Assuming this
transformation is reasonably realistic for its particular
situation, the agent need simply search for parameter
values that yield a view closely matching the home view,
and then direct the agent to move in the appropriate
direction. This form of homing requires no object recog-
nition, since it works over the entire view. Local corre-

spondences are not established, but instead a complete
hypothetical scene is compared with the home view.
This works well when all the objects visible in the

home view are visible in the current view, and the agent
is not too close to any of them. Once objects are hidden
behind each other or appear visually to be merged, the
algorithm starts to fail. This need not be seen as a fault
of the algorithm, but rather a property of local homing,
since local homing clearly must fail as the agent's view
becomes less related to the home view.
The goal of the work presented here is to expand the

range over which local homing is possible. A homing
algorithm is given which can work in situations where
there is less similarity between the current and home
view, tolerating a greater degree of occlusion and alter-
ation to the environment. The intention is to home into
an area that has geometric similarities to that seen from
the target, and then hand over to Franz's algorithm for
returning more precisely to the home. The details of the
algorithm are presented in the next section, followed by
results showing its performance under various simulated
scenarios.

2 Geometric matching

Experiments on honeybees have shown that when hom-
ing to an unmarked location whose position is de�ned
by prominent nearby landmarks, the direction to these
landmarks appears to be the dominant cue used (see [1]
and Section 3.1 for a discussion). The same series of ex-
periments also showed that bees have a sense of absolute
direction. For example, when the target location is near
a single radially symmetric landmark, the bee will search
in the correct direction relative to that landmark. The
algorithm developed here is grounded in these results. It
uses azimuthal or directional information as its dominant
cue. It also assumes that directions are known relative to
a global \compass", at least approximately. The exact
features the algorithm relies on being extracted from the
environment will be discussed in Section 2.2.
The idea behind geometric matching is very simple.

It is perhaps useful to introduce it by contrasting it
with Wittmann's approach to the homing problem [6].
Wittmann observed that given the current direction to
a landmark, and the direction expected for it from the
home view, there are an in�nite number of possible hom-
ing vectors consistent with that. His approach to resolv-
ing this ambiguity is to combine information from a num-
ber of landmarks. First, a correspondence is established
between all the landmarks in the current view and the
home view. Then a homing vector is chosen from the
range of possibilities for each alone according to some
reasonable criterion. The average of these vectors is cho-
sen as the overall homing vector.
Geometric matching starts from the observation that

while an in�nite number of homing vectors are possible
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given the direction to a landmark in the current view
and the home view, the directions of all these vectors
lie within a de�nite bound. For example, if a single
landmark is viewed due north from the home, and the
same landmark is viewed due east from the current po-
sition, the homing vector will necessarily lie somewhere
between due east and due south. By reasoning about
these bounds it is possible to avoid committing to a cor-
respondence between the current and home view, which
will in general not be uniquely determined. Geometric
matching explicitly evaluates the potential of each cor-
respondence before choosing the homing vector.
Speci�cally: for each direction the agent can move in,

the algorithm calculates an upper bound on the number
of features of the current view that could possibly be
made to correspond with features visible from the home
by moving in that direction. This contrasts with hom-
ing schemes which explicitly commit to a speci�c corre-
spondence between features, which has proven di�cult
to do robustly. Geometric matching avoids the prob-
lem by making a more conservative, but more reliable,
statement about the environment. The algorithm can-
not state in which direction the home is, but it can be
quite certain about directions in which few or no fea-
tures can be brought into correspondence. By moving
away from such regions and towards regions that look
more promising, the agent is likely to at least not be
making its situation worse, and stands a good chance of
making it better.
Consider the case where a single feature is known to

be seen from the target and a single feature can be seen
from the agent's current position. These features may
correspond to the same aspect of the environment. If
so, then the direction to the home must be somewhere
between the current direction to the feature, and the di-
rection from the feature to the home position (known
from the home view). Moving in any direction1 strictly
within this range will eventually lead to the feature be-
coming visible in the same direction as from the goal (see
Figure 1).
Given that a feature is visible at angle �j in the cur-

rent view, and angle �k in the home view, each direction
�i between these two is a possibility. The following triv-
ial function captures this for convenience; it will made
somewhat more elaborate later.

E(i; j; k) =

�
1 if �i lies between �j and �k + �

0 otherwise
(1)

In general, of course, di�erent features of an object
are visible when it is viewed from di�erent directions.
The approximation that the features viewed are the same

1For convenience, our implementation works over a discrete
number of directions, where each direction is associated with the
orientation of a single pixel in the agent's view.

Feature

Feature

Feature

Possible homing directions

Current View

Home View

Figure 1: Reconciling the current and home view.

may be good enough to get the agent closer to the cor-
rect viewing position, and closer to the point at which
the correct feature becomes visible. For large complex
objects, this is less likely to be true, but in such cases
there may be more features to use.
If there is one feature visible in the current view, and

several in the home view, then that feature could be
made to correspond with any in the home view. Hence
the above process can be repeated for each pairing and
the results merged to �nd all the directions that could
result in the feature being seen in the same direction as
a feature in the home view. Let �i represent this result.
For feature j in current view,

�i = maxk2F0(E(i; j; k)) (2)

If there are several features visible in both the current
and home view, the set of directions that can potentially
\explain" each feature in the current view individually
can be determined as above. Then the results can be
summed, to determine an upper bound on the number
of features that could be brought into correspondence in
each direction.

�i =
X
j2Ft

maxk2F0(E(i; j; k)) (3)

Notice that the same feature in the home view could
potentially be used to explain several features in the cur-
rent view. This may seem sub-optimal, but in fact it
captures the nature of occlusion in a simple way (to a
�rst approximation).
This is an extremely simplemetric which for a straight-

forward discrete implementation can be calculated for
every direction in at worst O(n3) steps2 (or O(n2) with
a little optimization), and typically much less since fea-
tures tend to be sparsely distributed | by their very na-
ture as \special" aspects of the environment. The metric
can be converted to a homing vector in many ways. The

2where n is the number of possible directions.
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simplest is to take the weighted sum of unit vectors in
each of the directions.
This simple algorithm works surprisingly well. Be-

cause it seeks explanations of what the agent sees cur-
rently in terms of what it saw at the home view, it is
generally not badly a�ected if a landmark has been re-
moved since the agent was at the home (see Section 3).
If landmarks are added, then it is better to explain the
home view in terms of the current view. A hybrid com-
bining the two works particularly well.
If distance information is available for any or all of

the features, this can be superimposed as a weighting
on the likelihood of the explanations above, since for a
given distance to a feature in the current view and a
given distance to a feature in the home view, there is
a direction that works best to reconcile the two. See
Figure 2.

Feature

Feature

Feature

Favored homing directions

Home View

Current View

Figure 2: Using distance estimates

With distance information available, it is possible to
calculate exactly the direction the agent should move in
to reconcile a feature in the current view with one in
the home view. Given that the agent will be simulta-
neously trying to reconcile other features, it is best to
evaluate how good a match will result for each of the
possible directions. This can be done by modifying the
E(x) function used earlier as follows in the range where
the original function returns unity:

E(i; j; k) =M

�
dj;t

dk;0

sin(�j � �i)

sin(�k � �i)

�
(4)

The above formula amounts to calculating how far
from the feature the agent will be if it moves in the
given direction long enough to bring the features into
correspondence3 . A normalization is performed against
the desired distance, and then the quality of the expla-
nation is calculated by the functionM(x). This function
is chosen to peak for x = 1 and fall o� for x values to

3Since all angles are discrete, a look-up table can be used for
sin(x).

either side of 1. The algorithm appears insensitive to
the exact nature of the metric beyond this qualitative
constraint. Currently the function is chosen somewhat
arbitrarily as:

M(x) =

�
1

x2
x > 1

x2 x � 1
(5)

The algorithm with distance cues tends to give faster
convergence to the target than the simpler version, al-
though it is not always as robust to occlusion. However,
certain alterations to the environment that change its
geometry signi�cantly can only be dealt with using dis-
tance cues. If distance cues are extracted in the naive
way that will be proposed in Section 2.2, using them
places demands on how the agent moves. A reasonable
approach is to use the simpler algorithm while its con-
�dence is high4, and then start to extract and factor in
distance cues once its con�dence becomes lower. Hence
the agent could move in an unconstrained way until it
is closer to the target. Another approach is to compute
from distance cues at a rate inversely proportional to
the con�dence of the simpler algorithm. This could give
faster convergence with lower constraints on the agents
path, but has not yet been tried.

2.1 Accumulating geometric information

As the agent moves, the arrangement of the features it
sees will change. Recall that the algorithm calculates
an upper bound on the number of features that can be
explained in a given direction. If it is assumed that
the agent is distant enough from the target for the an-
gle to the target not to be changing rapidly, then the
upper bound in that direction will remain high, since
there truly is a high number of features that can be ex-
plained in that direction. Hence the minimum of the
upper bounds the agent calculates as it moves can be
taken in each direction. This will tend to leave the hom-
ing direction unchanged, and will improve the tightness
of the bounds in other directions. Of course, this is an
approximation, but it turns out to work quite well. If
the agent is close to the target then it has essentially
completed its task anyway (to get into the right geome-
try to use parameterized scene matching). If the agent
is further away, the approximation works well. As the
agent gets closer to the target, the homing algorithm is
more likely to have turned it to move directly towards the
target, in which case the approximation will continue to
work. Our current implementation of this, which for sim-
plicity uses an averaging process with exponential decay
that approximates the above, can lead to some overshoot
and oscillation close to the target. This can be detected

4The algorithm is here considered \con�dent" in proportion
to the di�erence between the highest and lowest bounds it calcu-
lates on the number of features that could be matched in di�erent
directions.
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and used as a condition to switch to parameterized scene
matching.

2.2 Cues for geometric matching

Unlike scene matching, which works over the entire view,
geometric matching requires cues to be extracted from
the environment. Edges are suitable cues for the simple
direction-driven version of the algorithm. For inferring
distances, an extremely rough approximation of optical
ow was used. The algorithm was driven with cues ex-
tracted from regions of the view that are noted to be
changing as the agent moves. These are termed blurs

in this paper5, and correspond to regions where optical
ow information can be determined locally. No attempt
is made to propagate this information to points where
optical ow is not locally determined.
If there is an edge in view with no other sharp change

in the image for some range to the left and right of it6,
then the distance to that edge can be approximated from
the gross width of the segment of the image that changes
around it in a �xed time interval and for a �xed dis-
placement of the agent. If the displacement is at right
angles to the direction to the edge, this e�ect is most
pronounced. If the agent moves in a circle and merges
di�erences in the view it sees as it goes, then the width
of the \blur" will e�ectively be the same as if the agent
had moved along the diameter of the circle perpendicular
to the edge, since that gives the widest e�ect.

Path of agent

Edge

Blur

Figure 3: An idealized blur.

The agent does not need to move in a complete circle
as described above. Sampling three or four points on the
circle is an acceptable approximation for the purposes
of geometric matching. Four points were used by our
scheme. Note that, while moving like this would be ac-
ceptible when learning the home view, it does not lead to
a particularly elegant path of the agent during homing
itself. The path must zig-zag at the least if distance cues
are needed for every object in its �eld of view.
If the distance cue is a blur, then the distance can be

5The name is chosen to be more evocative than accurate.
6As will be discussed in Section 3, the simulated agent has a

horizontal view with no vertical extent.

calculated from the width of the blur in radians �� as:

d =
r

tan(��
2
)

(6)

where r is the circle radius. For small angles, tan(��)
can be approximated as ��.

E(i; j; k) =
wk;0

wj;t

sin(j � i)

sin(k � i)
(7)

Note that this entire approach is subject to error.
Edges that are near each other can combine to appear as
a single closer edge, for instance. However, it proved ad-
equate for geometric matching, and is certainly simple.
Much better approaches are possible.

3 Results

The results presented here are for the algorithm oper-
ating in a simulated environment. It has not yet been
tested in a physically embodied implemention, so the
results should be treated as preliminary. However the
algorithm will be shown to be robust under simulated
sensor noise, directional uncertainty, and environmental
mutation.
The simulated agent has a 360� horizontal view of its

environment, divided into 160 pixels, and with no ver-
tical extent. This is an idealization of the robotic im-
plementations using spherical or conical mirrors placed
above a camera, or equivalent arrangements [2, 4, 5].

3.1 Comparison with the honeybee

First it will be shown that the algorithm behaves \sen-
sibly" for various types of environmental mutation. To
make this less subjective, the honeybee will be used as
the benchmark against which the algorithm is judged.
In particular, the experiments Cartwright and Collett
performed with bees in [1] will be applied to the algo-
rithm. See [6] for another homing algorithm compared
with Cartwright and Collet's �ndings.
In the series of experiments described in [1], the bees

were trained to an inconspicuous food source placed close
to an arrangement of prominent landmarks (matte black
against a white background). Then the source was re-
moved, and the searching behavior of the bees recorded.
Making the reasonable assumption that the bees would
spend the most time searching in the location they be-
lieved most likely to be where the food source was,
Cartwright and Collett could learn something of how the
bees evaluated this likelihood. They did this by changing
the arrangement of landmarks when the food source was
removed, and examining the e�ect of this change on the
bees' judgement.
The same will now be done for the geometric matching

algorithm. It will be given a home view taken with one
set of landmarks, and then asked to direct the agent
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Figure 4: E�ect of landmark size. Agent trained with top
con�guration, and tested with all three. Arrows indicate
homing vectors generated by the algorithm.

in an environment in which those landmarks have been
modi�ed in some way.

The simplest experiment trained the bee to a food
source at a certain distance from a single landmark, and
tested where the bee searched if the landmark was halved
or doubled in size. Its behavior was to search approxi-
mately at the point where the landmark appeared the
same size to it as when it was trained. As Figure 4
shows, the geometric matching algorithm does the same.
The bee and the algorithm also demonstrate that they
are aware of direction in a global sense in this experiment
| otherwise they could only search in a ring around the
landmark.

Cartwright and Collett carried out a series of exper-
iments with three landmarks to determine the relative
importance of landmark size versus azimuthal direction
for the bee. Changing the landmark size had no e�ect
this time | the bee searched approximately where the
landmarks were at the same angle as it had viewed them
during training. The algorithm does the same (see Fig-
ure 5).

Moving the landmarks out on a ray from the home also
has no e�ect on bees, con�rming that azimuthal angle is
the dominating cue in this situation. The algorithm also
follows this pattern (see Figure 5).

Other distortions that bees (and the algorithm) handle
similarly include addition of extra clutter between the
landmarks, and distortion of the landmarks so that the
bee has a choice between searching where the distances
are correct or where the azimuthal directions are correct.
This last is resolved in the same way by both agents |
they search where the directions are correct (Figure 7),
in preference to where the distances are correct.

Figure 5: E�ect of changes in landmark size and distance
when target is de�ned by azimuthal cues. Training array
in middle in both cases.

The bee and the algorithm can cope with removal of
landmarks (Figure 6). Removal of the top landmark is
actually the �rst and only case here where distance cues
are necessary for the algorithm to work correctly.

Rotation of the landmarks can be coped with to an
extent by both algorithms. A 90� rotation causes both
bee and algorithm to fail. The algorithm fails more dra-
matically than the bee (Figure 7).

Cartwright and Collett tried some cases with greater
numbers of landmarks, not with the bee but with a simu-
lation they made of it. The corresponding results for the
geometric algorithm are shown in Figure 8. The algo-
rithm works reasonably well for a cluster of nine objects,
and also with the standard con�guration where distant
distracting landmarks added.

The simulation was also run on a square arrangement
adjacent to a rectangle, with the agent trained to the
square alone. The real bee shows much more intelligent
behavior in this case than either Carwright and Collett's
model or our own. The behavior of the algorithm in this
case is shown in Figure 9.
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Figure 6: E�ect of removing or adding landmarks.

Figure 7: E�ect of rotating the con�guration of land-
marks. Top right shows e�ect of forcing a choice between
distance and azimuthal angle.

A �nal trial7 was performed where the algorithm was
trained with the standard array of three landmarks used
by Cartwright and Collett, and then exposed to a con�g-
uration with a duplicate of the array incrementally added
beside it, one landmark at a time (see Figure 10). For
one extra landmark, homing is una�ected. For two, in
this geometry homing is disturbed somewhat. The lo-

7This is not one of the Cartwright and Collett experiments.

Figure 8: Dealing with large numbers of landmarks. Bot-
tom right is an expansion of the center of the con�gura-
tion shown to its left.

Figure 9: Discrimination experiment.

cation homed to is close enough to the actual home for
scene matching to correct for the o�set. For three extra
landmarks, there are signi�cant homing errors.

3.2 Comparison with scene matching

This section compares the properties of geometric match-
ing with those of parameterized scene matching. This is
an unfair comparison for a number of reasons. First,
parameterized scene matching does not require the com-
pass information that geometric matching takes as given.
Secondly, parameterized scene matching has been im-
plemented physically while geometric matching has cur-
rently only been tested in an idealized simulated environ-
ment. To make the comparison slightly fairer, parame-
terized scene matching was implemented in our simulated
environment and given the same compass information as
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Figure 10: E�ect of duplicating landmarks.

Figure 11: Performance of scene matching when far from
home. Scene matching on left, geometric on the right.

geometric matching. Since compass direction is simply
one of the parameters that parameterized scene match-
ing searches over, the algorithm can readily make use of
this information.

Figure 11 show the results of a trial testing the al-
gorithms in an environment that (very approximately)
models that used by Franz et al to test their robot. Note
that the homing algorithm is being tested on areas out-
side the ring of landmarks, where it was not designed to
work. Within the ring, it works robustly. Also, geomet-
ric matching has the advantage of some naive obstacle
avoidance behavior.

In Figure 12 the two algorithms are placed in a very
simple environment with just two landmarks, chosen to
illustrate the value of using geometric matching before
scene matching. When the two objects are visible, both
algorithms succeed. When one is occluded, scene match-
ing has no way to use its knowledge that there should

Figure 12: Geometries where scene matching is di�cult.
Results of scene matching on left, geometric matching on
right.

be two objects in view, and so homes to a suboptimum
point. Geometric matching successfully returns to the
correct geometric location. Obstacle avoidance is in-
voked since the target lies at the opposite side of an ob-
ject. Note that in this case, with only two objects, if one
of the objects had actually been removed, scene matching
would work sensibly whereas geometric matching would
end up cycling.
A similar situation occurs in the lower half of Fig-

ure 12. Here there are four landmarks arranged in a
rectangle. If the agent is approaching from outside,
landmarks may be either occluded or appear as a sin-
gle larger object. Geometric matching survives this, but
scene matching does not. In this particular case, seen
from a diagonal the landmarks merge into a single land-
mark, and the agent moves outwards to equalize the size
of that landmark with one of the actual landmarks seen
from the goal. Seen from another angle, the landmarks
merge into a pair of landmarks, again driving the agent
to a suboptimal solution.

3.3 Noise susceptibility

This section examines how robust geometric matching is
to various forms of noise. In particular the consequences
of vision noise, quantization e�ects, and compass errors
will be examined. Cartwright and Collett's standard ar-
ray was arbitrarily chosen as the test case with which to
demonstrate these e�ects.
Figure 13 shows how the algorithm behaves under im-

posed noise in its vision input. The noise level is intro-
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Figure 13: E�ect of vision noise (no noise in top left, 10%
noise top right, 20% bottom left, 25% bottom right).

duced as a probability that for each direction the agent
will imagine a feature to be present there that is not, or
will fail to see a feature that is in fact present. The �gure
gives the number of steps8 the agent takes to get to the
goal from an array of starting points with and without
imposed noise. At 25% noise the algorithm fails quite
dramatically. Here there are at most 6 true features vis-
ible to the agent, and at this noise level an average of 40
imaginary features are being hallucinated into existence.
The e�ect of decreasing the resolution of the views is

shown in Figure 14. The algorithm fails once the resolu-
tion falls below about 30 pixels.
Next the e�ect of feeding the algorithm incorrect com-

pass readings is examined. The results for the standard
array are shown in Figure 15. Note that the agent will
no longer home to exactly the right place, but the results
show that it will nonetheless pass close to the home at
some point. This is quite dependent on the geometry of
the environment, but in general the algorithm is robust
to 30-45� angular error.
It is worth examining the behavior of the algorithm

under various sources of noise simultaneously. The left
grid in Figure 16 is the test case with no noise. The right
grid has 10% noise in detecting features, 20� error in the
compass direction, and one object missing.
Finally, the e�ect of removing a portion of the agent's

rear �eld of view is examined (see Figure 17). Note that
the results here are somewhat worse than they appear.
The agent tends to home correctly initially, reach the
goal, and then simply y on away from the landmarks.

8The dimensions of the �gure are 50 steps by 50 steps.
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Figure 14: E�ect of resolution change (160 pixels top
left, 80 pixels top right, 40 pixels bottom left, 20 pixels
bottom right).
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Figure 15: E�ect of incorrect compass readings (0� o�set
in top left, 30� in top right, 60� bottom left, 90� bottom
right).

4 Discussion

This paper has advanced evidence that local homing can
be made quite robust. Directional cues, which honeybees
apparently use in preference to other properties such as
distance and landmark size, do indeed seem to be well

9
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Figure 16: E�ect of simultaneous sources of error
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Figure 17: E�ect of blocking the agent's rear view (0� top
left, 30� top right, 90� bottom left, 180� bottom right).

suited as primary cues for solving aspects of the homing
problem competently.

In Cartwright and Collett's early study on landmark
learning in bees [1], there is a discussion of how bees
resolve conicts between matching directions to land-
marks and matching their apparent size. The algorithm
described here makes no explicit representation of the
apparent size of an object, but still behaves as the bee
does. When there is a single landmark, the algorithm
homes to put the landmark in the right direction. More
accurately, it tries to put the two features at the edges
of the landmark in the right directions. Hence it will
clearly home to the point where the apparent size of the
landmark is correct. This suggests that matching direc-
tional cues will also match landmark size when possible,
and conicts between directional and size cues need not
be resolved separately from conicts between directional
cues alone.

The algorithm relies on distance cues to resolve some
ambiguities. This places constraints on how the agent
mustmove if it is to obtain these cues. In general, robotic
implementations of homing algorithms drive the robot in
a very simple way, by merely following the directions of
the algorithm blindly. In contrast, bees follow a complex,
erratic seeming path when searching. Two-way interac-
tion between an agent's search strategy and a homing
algorithm could potentially improve both. This seems
an interesting area for further research.
The algorithm also depends on having a rough knowl-

edge of the direction the home image was taken in. In
the absence of a compass, dead-reckoning is the most ob-
vious alternative. For a single homing task, the tolerance
for error is probably su�cient for this to work, since ro-
tational components of motion are particularly easy to
estimate and compensate for with a 360� view available.
For a sequence of homing tasks, where for example the
agent is working its way towards a distant goal, dead-
reckoning will be subject to failure due to accumulating
errors. However, if the direction a home view was taken
in is known relative to the direction a neighbor's home
view was taken in, then the situation is more hopeful.
Franz's parameterized scene matching does not require
directional information, and so can be used to correct
for dead-reckoning errors at each step so they don't ac-
cumulate.
The algorithm at its heart assigns weights to explana-

tions of features in the current view by features in the
home view. If extra information about those features be-
comes available, such as the texture or color of the sur-
faces they appear on, then that information can easily be
combined into the weighting system to produce a more
informed and presumably more competent algorithm.
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