
Dear Faculty of the Oxford Internet Institute,

I am writing to apply for your post in the position of Research Fellow. I received my PhD from the Massachusetts
Institute of Technology in the area of computer science, specializing in computational social science, and I have
been engaging in postdoctoral research since graduating. I am currently a Moore/Sloan & WRF Innovation in Data
Science Postdoctoral Fellow at the eScience Institute of the University of Washington, and a part-time postdoctoral
researcher in the Department of Psychology and the Social Science Matrix at the University of California Berkeley.
I spent the first three months of my postdoctoral life as a visiting postdoctoral researcher at the Data & Society
Research Institute in New York City.

Research Overview: In my research I develop new methods of social data science to better under-
stand rumors, fads, disinformation, and information flow. I am interested in how social structures and the
properties of collective behavior support or hinder these phenomena. The predominant theoretical lenses I deploy
in my work are the perspectives of modern computational cognitive science, the theorizing of collective intelligence
from organization science, and the classical work on rumors from social psychology and sociology. The methods
I have developed span the areas of observational data analysis, structured behavioral modeling, online laboratory
experimentation, and online field experimentation. My publications range many of the top artificial intelligence
and human-computer interaction computer science conferences, including NIPS, AAAI, AAMAS, ICWSM, CSCW,
and CHI. Several of my research projects have specific implications that could inform pressing policy issues, such
as the development of systems for dealing with certain types of misinformation; the design of online financial
exchange platforms; and ethical approaches to social data science.

Research Contributions: My methodological contributions include work in machine learning, data science,
and experimental design. In machine learning and data science, I have developed cutting edge probabilistic
generative models to infer topic-specific communication networks from public email data [1] and distributions
of political preferences from public voting data [2], and a data science approach to identifying rumor spreading
structure [3]. In a contribution to methods of behavioral experimentation, I developed a technique of using bots
as virtual confederates in online field experiments [4]. I deployed this technique in a large-scale experimen-
tal study of cryptocurrency market dynamics involving hundreds of thousands of trades in a live cryptocurrency
exchange [5]—an experiment of unprecedented scale in financial markets. I have also designed and implemented
new types of multiparticipant digital experiments for studying collective behavior in the lab [6, 7], in-
cluding an experiment with hundreds of interacting participants using a new open source software platform for
behavioral experiments that I contribute to [8]. My theoretical contributions have included studying mechanisms
of and conditions for collective intelligence [9], exploring first-of-their-kind distributed inference algorithms
as models for understanding shared belief formation [8, 10, 11, 12], and breaking new ground identifying
behavioral and structural mechanisms of rumor spreading [3, 13].

Policy Engagement: After spending time as a visiting postdoctoral scholar at the Data & Society Research In-
stitute in New York, I have begun engaging with research topics relevant to ongoing policy discussions. One current
project aims at challenging the dominant view on how to build systems to deal with misinformation
[14]. Three other projects investigate how the structure of digital platforms can shape social and economics out-
comes [5, 13, 15]. To pursue these interests further, I have co-founded the Critical Platform Studies Group
at the University of Washington (https://sites.uw.edu/critplat/). Our most recent project, spurred by
conversations with the Seattle American Civil Liberties Union (ACLU), examined the definitions of
surveillance used in the 2017 Seattle Surveillance Ordinance through the lenses of surveillance scholarship and
fairness in machine learning [16].

Teaching & Research Supervision: In addition to my new research group at the University of Washington,
I have supervised several other undergraduate and graduate research projects that have been published in top
computer science conferences. These projects have included using machine learning to measure political polar-
ization [2], developing new multiagent influencing algorithms [17], and a multiparticipant laboratory experiment
simulating a massive open online course (MOOC) [7]. In addition to these supervisory roles, I have also played
supporting mentorship roles in other projects, including one recently accepted for publication in a top human-
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computer interaction conference [18]. Several other students I helped supervise or mentor have manuscripts under
review or in preparation.

I have a total of four years of teaching-related experience, including both undergraduate and graduate classes.
My teaching abilities were recently recognized with the Harvard Bok Center Certificate of Distinction
in Teaching for my work as a teaching fellow in the graduate course “Multi-Agent Systems: Collaboration,
Coordination and Loosely-Coupled Teamwork”. I also served as an instructor of experimental design and helped
design the syllabus for Social Physics, a graduate MIT class in computational social science. I have taught two
years of recitation sessions for an undergraduate introduction to advanced mathematics, and served as a teaching
assistant for a graduate machine learning course.

Grants & Fundraising Strategy: I am currently senior personnel on a 2,000,000 USD DARPA grant that
myself and my collaborators at the University of Chicago and MIT were awarded. My graduate research was
supported by an NSF Graduate Research Fellowship. A collaborator and I received 5,300 USD as a subaward on
a Russell Sage Foundation grant for computational social science. I manage the budget of a 25,000 USD subaward
associated with the Moore/Sloan & WRF fellowship that funds my current postdoctoral research.

I plan to pursue future funding from several different types of sources, including government funding agencies,
charitable organizations, private donors, and corporate partners. The interdisciplinarity of my research qualifies me
for both technical and scientific opportunities, such as through both the EPSRC and the ESRC. Many charitable
organizations are currently interested in funding computational social science and research on misinformation. I am
in conversations to design proposals with members of my international network of collaborators for opportunities
at the Hewlett Foundation, the Knight Foundation, and the Russell Sage Foundation. For those projects of mine
at early stages, I plan to apply for a John Fell Fund’s “Pump-priming” grant in order to hire a post-doctoral
scholar, do pilot study work, and use the findings from those pilots for larger grant applications. From connections
during my time at MIT and through the Newspeak House in London, I also have private individuals in my network
interested in funding work in the area of social data science. For pursuing corporate sponsorship, I plan to follow
the strategies of industry partnership I observed during my time at Data & Society and the MIT Media Lab, and
draw upon my personal network of industry connections.

Future Research:

There are four main streams of research I aim to pursue in the coming years. I am confident that I will be able
to secure independent funding and make a strong contribution to the next round of Oxford’s Research Excellence
Framework review based on this work.

Analysis of Rumors: The first stream of my future research builds on my current work on understanding rumors
and disinformation [3, 13, 14]. I am planning two new empirical lines of work in this stream. In one line I
will investigate the percolation of rumors using a digital laboratory experiment designed to mirror social media
environments, which will allow me to systematically vary factors that affect information accumulation, loss, and
distortion in rumors on social media. A second line is an investigation into “flat earther” and climate denial
communities. This line will involve both an ethnographic approach, and interventions that delve into how members
of these communities adjust their beliefs and systems of beliefs when presented with different types of arguments.
Beyond these empirical investigations, I also plan to further develop the mathematical models of rumors that I
have pursued. An open area in this theoretical side of my work on rumors is extending the class of models I am
developing to have greater representational capacity. I plan to use the rich and flexible probabilistic modeling
language of Bayesian statistics towards this end.

Theory of Collective Behavior : In a current stream of theoretical research, I am working to define “Population
Rationality”—the idea that collective behavior can be intelligent and adaptive even if individuals are bounded
in their cognitive abilities relative to an optimal inference agent [9, 10]. In this current work, I am outlining a
theoretical framework to make sense of uncertainty at the population level, wherein different people have confident
beliefs in different, mutually inconsistent things but the population as a whole has reasonable proportions of
people with each belief [8, 14]. My research has begun to touch upon conditions that yield or disrupt this form of
population rationality. I am currently implementing laboratory studies to better understand population rationality
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in a controlled setting, and I am developing instances of models of increasing complexity. Three important future
directions are incorporating models of trust, dealing with situations in which people have differing incentives,
and dealing with situations in which incentives affect beliefs or the expression of beliefs. I also look forward to
integrating the models of population rationality I have been developing with models I have worked with from
the area of institutional analysis [15]. The aim of these future directions is to develop a mathematical modeling
framework that is more complete than existing options, such as game theory, for informing design and policy
choices.

Epistemology of Social Data Science: My third stream of future work is around understanding the limits and
epistemology of social data science and quantitative methods. The great success of predictive models such as
deep neural networks poses a challenge to analysts using structured behavioral models, which tend to have fewer
parameters and lower predictive accuracy. On the one hand, we might think about how to productively combine
these approaches. On the other hand, I am interested in understanding in what cases pure predictive performance
is a good or bad indicator of scientific validity. Does the fact that a deep neural network achieves higher predictive
accuracy imply that a scientific model is bad? Another line of work in this area is to explore new mixed qualitative-
quantitative methods to avoid the problem of egregious abstraction in computational social science, when we
sometimes focus too much on data and too little on people and lived experiences.

Tech Accountability : Fourth, I am interested in further extending my work on the effects of the structure of digital
platforms [5, 15]. Tech has shifted the dynamics of power in society further away from being concentrated in
political systems. Corporations now have unprecedented levels of surveillance and control. One project in this
area I am excited about involves theorizing the process of negotiating with machines. Automated systems oversee
an increasing number of decisions about people’s lives. Researchers in the area of Fairness, Accountability, and
Transparency (FAT*) highlight examples such as loans and prison sentencing. An underappreciated aspect of this
automation is the shift in bargaining power in negotiations. Negotiation is often about generating new mutually
beneficial options, but when the process of negotiation occurs with a fixed menu of options, the counterparty has
lost a significant degree of power. Systems of this kind already exist, such as in customer service call lines, but
will become increasingly prevalent as companies further digitize themselves. Further in this stream of work, I am
interested in continuing to foster ongoing collaborations with groups working in tech accountability to understand
how tech is changing our society, and how to regulate these changes.

Institutional Fit: The OII has a uniquely suitable fit to my combination of research interests among any
organization—with too many connections to list comprehensively. My research interests are especially well-aligned
with the Social Data Science research cluster at OII but also are closely related to the Ethics & Philosophy of
Information cluster. My research in the analysis of rumors relate to the work of OII’s Computational Propaganda
Project, as well as Cohen Simpson’s work on climate change denial. My work on the theory of collective behavior
is well-aligned with Taha Yasseri’s work on collective memory and information dynamics. My interests in tech
accountability relate to the work of Helen Margetts and Luciano Floridi. At Oxford more broadly, I look forward
to collaborating with Xiaowen Dong in the Department of Engineering Science on a survey of computational
social science, an idea stemming from the MIT course we taught together. Yee Whye Teh in the Department of
Statistics would be a fantastic collaborator in the machine learning side of my work. I am keenly interested in
engaging with the Turing Institute as well, and have made contributions in the areas of each of its four strategic
priorities (Mathematical Representations, Inference & Learning, Systems & Platform, and Understanding Human
Behavior).

Thank you for your time and consideration.

Sincerely,

Peter M. Krafft
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