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A New Distributed Route Selection Approach for
Channel Establishment in Real-Time Networks

G. ManimaranMember, IEEE Hariharan Shankar Rahul, and C. Siva Ram Murttigmber, IEEE

Abstract—n this paper, we propose a new distributed route se- be established with specified traffic characteristics and QoS
lection approach, calledparallel probing for real-time channel es-  requirements. The traffic characteristics include parameters
tablishment in a point-to-point network. The existing distributed such as maximum message rate, maximum message Size,

routing algorithms fall into two major categories: preferred d . b . h h . ved
neighbor based or flooding based. The preferred-neighbor ap- @nd maximum burst size. There are two phases involve

proach offers a better call acceptance rate, whereas the flooding in handling a real-time channel: channel establishment [9]
approach is better in terms of call setup time and routing distance. and run-time scheduling [9], [19] of packets. The channel
The proposed approach attempts to combine the benefits of establishment phase involves the selection gfialifiedroute

both preferred neighbor and flooding approaches in a way to P . . . )
improve all the three performance metrics simultaneously. This for the channel satisfying traffic characteristics and QoS re

is achieved by probingk different paths in parallel, for a channel, duirements of the c_aII_ request, without compromising the
by employing different heuristics on each path. Also, the proposed guarantees of the existing channels. Although several channel
approach uses a notion calledintermediate destinationID’s), establishment schemes have been proposed, very few of them

which are subset of nodes along thieast-cospath between source  paye explicitly addressed the issue of route selection, despite
and destination of a call, in order to reduce the excessive resource ., . . .
its importance in the channel establishment phase.

reservations while probing for a channel by releasing unused : )
resources between ID’s and initiating parallel probes at every ~ There are two basic approaches to the route selection
ID. Further, it has the flexibility of adapting to different load  problem: centralized and distributed. In a centralized route-
conditions by its nature of using different heuristics in parallel, selection approach’ the existence of a g|0ba| network manager

and hence, a path found for a channel would have different js assumed, which maintains information about all the es-
segments (a segment is a path between two successive ID’s), an

each of these segments would very well be selected by differentt@Plished real-time channels and the network topology, and
heuristics. The effectiveness of the proposed approach has beercan thus select an appropriate route for each real-time chan-
studied through simulation for well-known network topologies for  nel request. In such a centralized approach, every real-time
a wide range of quality-of-service and traffic parameters. The channel request has to be approved by the network manager.

simulation results reveal that the average call acceptance rate PR . . .
offered by the proposed route-selection approach is better than Although this is better in terms of selecting a qualified route

that of both the flooding and preferred neighbor approaches, and By employing an efficient algorithm for network management,
the average call setup time and routing distance offered by it are it suffers both in terms of performance and reliability due

very close to that of the flooding approach. to the use of a centralized network manager. In contrast
Index Terms— Channel establishment, distributed routing, With the centralized approach, the distributed route selection
heuristics, quality of service, real-time networks. approach offers better performance and is more reliable. Since

the number of routes between a source and destination is
very high, choosing a qualified route is not an easy task. The
objective of any routing algorithm is to find a qualified path
PACKET-switched data networks are increasingly beingjith minimal operational overheads. The distributed routing
utilized for carrying multimedia traffic such as video an%roblem, in the context of real-time channel establishment,
audio which often require stringent quality-of-service (Q0j5s peen studied by some researchers [3], [8], [10], [15],
requirements in terms of end-to-end delay, delay jitter, angl7] in the recent past. The primary objective of these al-
loss. For a network to provide performance guarantees r&J(Srithms has been to improve the call acceptance rate without
such multimedia applicationsgal-time channelg7] are 0 considering the response time taken to set up a connection

and the routing distance (hops) taken by the connection. In
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algorithm used) is performed to check whether the resouroks Performance Metrics
such as bandwidth, buffers, and delay guarantee required by, 5 traditional computer network, most of the routing

the call can be satisfied; these resources are reserved if szorithms tend to optimize the message delay or the route

call admission test is successful. Once the forward passgi§iance for a single connection [8], [15]. To optimize the
successful, the destination initiates the reverse pass. During tis, 4 performance of a real-time network, the following
reverse pass, the resources which were allocated excessiy§lyrics are to be optimized. '

during the forward pass are relaxed so that these exceSgr an accepted call request™let us define the functions:
resources can be allocated to some other calls. If the call is acceptedR) — 1

rejected, the resources that were reserved along the path found setutR) = number of nodes visited by the call setup
so far are released. Since the two-pass scheme does not reservepacket'
more resources than that are required by a call, the average call .. .

acceptance rate (ACAR) offered by a routing algorithm using ' g'hsct)(sfi)n f_orlgngth of the path (in terms of hop count)
the two-pass scheme is higher than its single-pass counterpart. o ,

On the other hand, the single-pass scheme offers low averaggor a call requesR that is rejected, all the functions return
call setup time (ACST). We believe that the call acceptan@evalue of zero. Let N” be the total number of call-requests
rate is more important than call setup time. Therefore, in tH#§nerated.

paper, we consider the two-pass scheme for real-time channefl Average Call Acceptance Rate ( ACAR):the proba-
establishment. In a two-pass scheme, it is necessary to reserve bility of accepting a real-time channel establishment (call)
resources during forward pass so that other calls cannot reserve request, defined as the ratio of number of calls accepted
the same resources during their forward pass. This avoids the to the number of calls arrived in the system

possibility of two or more calls attempting to confirm the same N

resource during their reverse pass. Z accepted(R)
The rest of the paper is organized as follows. In Section I, =

we discuss the existing routing approaches, their weaknesses, ACAR = N

and motivations for our work. The proposed distributed routing
approach is presented in Section lll. In Section 1V, the perfor-
mance of the proposed routing approach is compared with that
of the existing routing algorithms through simulation studies.
Finally, in Section V, some concluding remarks are made. N

setup(R)
1

e Average Call Setup Time (ACST): the average time
required to setup a real-time channel measured in terms
of number of nodes visited by the call setup packet

J— i:
Il. BACKGROUND AND MOTIVATION ACST= N

The network, in which the routing problem is addressed Z accepted (£)
here, is an arbitrary point-to-point topology. In a real-time =1
network, at any point in time, many channel establishmente Average Routing Distance (ARD): the average hop
requests are active, whose objective is to find a qualified count of the established channels

routing path from their respective sources to destinations. N

Path selection within routing is typically formulated as a Zdist(R)
shortest path optimization problem. The objective function —

may be number of hops, cost, delay, or some other metric that ARD = —

corresponds to a numeric sum of the individual link parameters Z accepted(R)
along a selected path [10]. Efficient algorithms (Dijkstra =1

and Bellman—Ford) exist for computing shortest paths in , o . -
o I The first metric is very important as it is a measure of
communication networks. However, within the context of . S
Il throughput. The second metric is crucial in the context

satisfying diverse QoS requirements, the algorithms becor%% . : . . . L .
fying Q q 9 real-time and interactive multimedia applications, which

more complex as constraints are introduced in the optimizati?n uire fast channel setup. The third metric is essential because
problem. These constraints typically fall into two categories?Bq . P- X
shorter route is less costly. In the context of real-time

link constraints and path constraints [3], [10]. A link constrairft I o .
mmunication, traditional metrics, such as average message

is a restriction on the use of links on a path based on t %Ia and message throuahput. used in dataaram networks are
available capacity (such as bandwidth) of the links whic Y 9 ughput, u ! g W

must be greater than or equal to that required by the C%{%eanlngless since they do not necessarily indicate anything
u

whereas path constraint is a bound on the combined val out the timeliness of messages.

of a QoS parameter along a selected path (such as end-to-end .

delay offered along the path must not exceed what the call dn Earlier Work on Route Selection

tolerate). Path constraints make a routing problem intractable Several heuristic routing algorithms have been proposed
A shortest path problem, even with a single path constraint,f@ the real-time channel establishment problem [8], [10],
known to be NP-complete [6]. Therefore, heuristics are usua[lis], [17]. The existing distributed routing algorithms fall into
employed to solve the QoS routing problem. two major categories: flooding based and preferred-neighbor
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based. In a flooding-based approach, a packet is forwardedathieved by executing distributed routing algorithms, such as
all (or some) of its neighbors, except the node from whicBellman—Ford.
the packet has come, to find a qualified route. Whereas inA distributed route selection algorithm based on preferred
a preferred neighbor approach, a packet is forwarded tonaighbor approach has been proposed in [8]. This paper studied
preferred neighbor which is chosen based on a heuristic, subh existing routing heuristics such as SPF and LLF, and found
as shortest path first (SPF) or lightly loaded link first (LLF).that the SPF performs better in terms of ACAR and ARD under
The flooding-based approach is superior in terms of ACSIniform traffic and is poor when the call requests are focused
and ARD at the cost of ACAR. The lower ACST and ARDon some hot nodes or links. On the other hand, the LLF tries
of the flooding approach is due to its nonbacktracking natuite, balance the load on each link by selecting the preferred
since all the paths are probed simultaneously, whereas its ppeighbor nodes in a round-robin fashion. For unbalanced
call acceptance is due to excessive reservation of resourdeafic, it indeed increases the ACAR. But under the uniform
such as bandwidth and buffers, along many paths from souteaffic, it tries to balance the load on each preferred node.
to destination during the forward pass of a call setup. W slightly unbalanced load between two preferred nodes will
comparison, the preferred-neighbor approach offers highmobably cause the LLF to select a route with a longer distance.
ACAR at the cost of ACST and ARD. Its higher ACAR is dueEven under light load, the LLF scheme still changes the
to reservation of resources along only one path as opposedaote dynamically, which is quite unnecessary. To overcome
multiple paths in the flooding-based approach, and its high#e problems associated with the SPF and LLF, a routing
(poor) ACST and ARD are due to its backtracking naturalgorithm, calledtwo-level shortest pat{TSPF), has been
(backtracking happens when there is no qualified path frgpmoposed in [8]. In this algorithm, the links of a node are
the current node to the destination through all or some of tgeouped into two groups: heavy group and light group, based
preferred neighbors of the current node). on a threshold value of load. The SPF heuristic is applied first
A distributed route-selection scheme based on the floodimdthin the light group and then within the heavy group. These
approach has been proposed in [15] for route selection durialgorithms (SPF, LLF, and TSPF) are poor in terms of ACST
real-time channel establishment. In this approach, the numiséce they encounter excessive backtracks under heavy loads.
of messages used for establishing a call is at nist Two adaptive algorithms, hot-spot avoidance (HSA) routing
where K is the number of links in the network. This isand virtual-path (VP) routing, have been proposed recently in
very expensive and results in tentatively reserving resourced2h for massively parallel systems. The HSA algorithm is more
many nodes and links, thereby reducing the ACAR. Sendisgitable for a dynamic environment, whereas the VP algorithm
multiple copies of a message to the destination in order i more suitable for a static environment. Most importantly,
meet the deadline (end-to-end delay) of the message has bi&ese algorithms are inadequate for satisfying QoS parameters,
proposed in [11]. The intent of this approach is to senghich is typically the requirement in a real-time network.
a message as quickly as possible, and it is not meant for
real-time channel establishment. If this approach is extended Motivation for Our Work
to real-time channel establishment, it will be a variation of It is clear from the preceding discussion that there is no

prodmg, Wh'Ch. Is not efﬁment due to its poor AC,AR' Asingle routing algorithm which is suitable for improving all
d'St”bUted. routing alg_orlthm, called selectlv_e probing, Wagg three performance metrics under different load conditions.
proposed in [4], wherein probes (called establishment packeﬁﬁs has motivated us to come up with a routing approach
are flooded selectively along those paths which satisfy the Q@R objective is to improve all the metrics (ACAR, ACST,
and optimization requirements. An improvement to selective,y ARp) simultaneously, and cater to different kinds of work
probing was proposed in [5]. These algorithms do not aim gl 45 A5 an attempt to satisfy this objective, we propose
maximizing all the three performance m_etncs. L a_distributed routing approach which is a generalization of
There are two types of preferred neighbor heuristics: {l, he fiooding and preferred-neighbor based approaches by
local/static knowledge based and 2) dynamic nonlocal kno"YJﬁering a wide spectrum of solutions ranging from the one

edge_ based. Algorithms such as SP_F and L_LF are exampl_esrjﬂgvided by the flooding-based approach to that provided by
the first type. The overhead associated with these aIgonthm@ preferred-neighbor approach.

is almost the same since these heuristics either use local

link information or relatively static global information. For

example, the preferred neighbor table of LLF is based on local !Il- NEW DISTRIBUTED ROUTE-SELECTION APPROACH

link information, whereas that of SPF is based on relatively In this section, we propose a distributed route-selection

static topology of the network. approach, callegarallel probing which combines the benefits
Heuristics, such as least-delay first [13], [16], is an examptg both the flooding and preferred-neighbor approaches, and

of the second type. Here, the preferred neighbor table forabso the benefits of multiple preferred-neighbor heuristics that

destination is updated based on the delays offered by otlaee employed by it in a unified way. In our approach, we

nodes along the paths, from the current node to the giveearch for a qualified path by simultaneously probing at most

destination. Since the delay is dynamically varying, it hasdifferent paths using different heuristics, one for each path.

to be propagated from one node to another, thus resultiB@ce searching in parallel (for a qualified path) reduces the

in more overheads compared to the local/static knowledgaimber of backtracks as compared to the sequential searching,

based heuristics. The propagation of delay information can thee ACST is less in the case of parallel search, at the cost
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of reserving more resources. For example, whepaths are ¢ SN: a simple node (SN). The set of nodes which are not
simultaneously searched by parallel probing, the resources that members of any of the above categories. These are nodes
are tentatively reserved (which are not available for other calls) between ID’s along the least-cost path between SOURCE
is approximatelyk times that of the single path searched by and DESTINATION.

sequential probing. A segmenis the path obtained by the parallel-probing algo-
To alleviate this excessive resource reservation withotithm between two consecutive ID’s of a call. The procedures
losing the fast call setup capability, the parallel probingxecuted by nodes during call establishment are classified
uses a concept callédtermediate destinationdD’s), which into six categories: Reserye, Forward ), Releasé ), and
are subset of nodes along theast-costpath between the Backtrack )—the procedures executed during the forward
source and destination of a call. The least-cost metric cphss; Relak) and Rejedt )—the procedures executed during
be in terms of (minimum) number of hops, or based ofe reverse pass. The ID’s of a call are appended to each probe
(least) load, combination of hop count and load, or somgcket, PROBE_PKT, at the source node of the call. Each

other combination. When a call request arrives, the sourggbe packet also has a path field that captures the sequence
node (ID,) first decides the ID’'s for the call and thenof nodes that constitutes the current path.

initiates probes for a qualified path to the first I@D;) . ReservéN,ID;, PROBE_PKT): Route the probe
. . . ’ 7 - .
by sending probe packets (the ID list is appended to each packet (PROBE_PKT) from nodeV to its preferred

probe packet) in parallel ok different paths by employing neighbor for reaching nodéD; based on a heuristic.
k different heuristics. The probe packet that first reaches Thisinvolves performing a call admission test on the best
I.Dl- is considered to be the winner of that segment which preferred link of nOdeZV—CheCking for the avallablllty
originates at the source and ends/df,. The subsequent ot panqwidth required by the call; if the admission test

probe packets corresponding to the same call reachidgat is successful, the resources are reserved. If the admission
are rejected and, hence, the resources reserved by them areiact fails on the best-preferred link, the call admission

released immediately up to the previous ID (i.e., the source).

Now, the parallel probing starts all over again fram; to

IDs in a similar manner. This procedure is repeated until the

destination is reached or timeout has occurred. The reverse

test is performed on the next best-preferred link. This is
repeated for a fixed number of times. If the call admission
is successful, it returns “success,” it returns “failure,”

! ! otherwise.
pass follpws the_ pe}th used during the.forward pass, either Reserve(N, ID;, PROBEPKT)
for relaxing/confirming (when the call is accepted) or for beain
releasing (when the call is rejected) the resources along the gepeat

path. If the resources reserved at a node are not confirmed
within a time interval, then the node automatically releases the
resources reserved for that call. When a probe packet is sent
from the source, it is assigned a unique identifier, obtained by
concatenating the node number with the local request counter
and the heuristic identifier. The heuristic identifier indicates
the heuristic based on which a node finds its neighbor.

If (call admission is successful)
Reserve bandwidth on the preferred link.
Send PROBEPKT to the preferred neighbor.
return (success).
Else Select the next preferred link.
Until (maximum neighbors have been tried).
return (failure).

A. Node and Procedure Types end.

To formally present the parallel-probing approach, we first « Forward (ID;, IID, PROBE_PKT): This procedure ini-

define some node types, and then define some procedures tiates parallel probes ok paths using: different heuris-
which will be invoked when a probe packet is received. The tics. For each probe’ it invokes a Reserveo procedure_
nodes of the network, with respect to a call, are classified into |f all probes fail the admission test, then a Release()

four types. procedure is invoked to release the resources reserved

* SOURCE: source node of the call. betweenID; to ID;_4.

» DESTINATION: destination node of the call. Forward (ID;, IID, PROBEPKT)

+ ID: ID of the call. The call can have more than one ID, begin
and the search for paths proceed from one ID to another. "o Hy, Hy,---, Hy, be thek heuristics.
The selection of ID’s and the sequence in which the ID’s For p=1to k do
are to be searched is decided by the least-cost metric Select thebestneighbor based on heuristi, .
between the SOURCE and the DESTINATION of the statusp] = ReservelD;, IID,PROBEPKT). !
call. LetIDo, IDy, -, IDn—1, 1D, be the sequence of If (none of statup] is successfull < p < k) then
ID’s of a call. Without loss of generality/ D, is the If (ID; is SOURCH then call is rejected.
SOURCE andl D,, is the DESTINATION. Else Releasdp;, ID;_1, PROBEPKT).

« |ID: intended ID (1ID) of the call, which is an ID to which
route is being probed currentlyD; is IID iff ID;_; was
the previous IID and D, ; will be the next IID. Without ¢ Releas€lD;, ID,_;, PROBE_PKT)Release the resources
loss of generality, SOURCEIDy) is the first IID and along the path between IDD; and ID I D; ; using the
DESTINATION (ID,,) will be the last IID. path stored in the PROBE_PKT.

end.
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e Backtrack(N, PROBE_PKT,) Backtrack from nodeN cycleis an SN and 2) cycles involving ID’s, i.e., the originating
to its predecessor (sayred(N)) in the routing path, and terminating nodes of a cycle is an ID.
which is stored in PROBE_PKT. This implicitly releases The first type of cycles cannot exist in a path produced by
the resources reserved for the call frgmed(N) to V. the parallel-probing algorithm, since the heuristics employed
The nodeN could be of type SN or ID. Ifpred(N) is for parallel probes ensure cycle freeness in each segment of
SOURCE, the PROBE_PKT is dropped. the path. Even if the heuristics allow cycles, such cycles can

* Relax(DESTINATION, SOURCE, PROBE_PKTJhis be removed during the reverse pass. The second type of cycles
procedure is invoked when the forward pass is successitbuld arise in two ways as discussed below.
This Relaxes the excess resources such as bandwidtiThe first possibility is when IID isI.D;, and the current
buffers, and delay guaranteed (delay is an additive metrisdde isI.D;, such that < (k — 1). This means that the probe
along the path, where the path is stored in PROBE_PKpacket has reached an ID which had become IID in the past,
from DESTINATION to the SOURCE of the call. If which implies a cycle of the fordDy,ID;,---,ID;, -,
cycles are present in the path, they are also removed pp,,_,,---,ID;. The portion of path from/D;_; to ID;
releasing the resources reserved in the nodes which foras to be removed. The first step of case ID of the algorithm
the cycles. exactly does this.

* Reject(ID;, SOURCE, PROBE_PKTYJhis procedure is  The second possibility arises when the following sequence
invoked when the channel is not possible to set up. Thi$ events takes place.
release_s the resources along the path, where the path |§) The IID isID; and the current node iD; such that
stored in PROB.E—PKT’ from_ nodeD); tq SOU.RCE of 1 > k; This means that a probe packet has reached an ID
the call. Thel D; is the last ID in the ID’s list. This means which will become 11D in the future: In such cases, the

that no ID can become IID to which probe can be initiated. ID node forward the probe packet just like an SN node
As a special casd,D; could be the DESTINATION of (the last Else part of case ID of the algorithm).

the call. ID; becomes IID. The sequence of events (a) and (b)
results in creation of a cycle of the forfDy, IDy, - -,
ID;,--- IDy,---,1ID;. The portion of the path from
ID; to ID;, to ID; has to be removed. Such types of
cycles are removed during reverse pass of the algorithm

b)
B. Parallel-Probing Algorithm

Fig. 1 shows the pseudo code of the parallel-probing algo-
rithm which is executed when a call request arrives or a probe

acket is received at a node. When a probe packet is received, )
gepending on the node type differentpcase gtatements will be €ither by the Relak) procedure or by the Reject)
executed. procedure.

In parallel probing, at a node of type SN and ID, the Theorem 2: Dangling resourcese unusable resources that
resources might be reserved for a call more than once dj€ reserved on some links (and nodes) such that they are
to multiple probe packets passing through that node. If tifeither part of any successfully established real-time channel
call is successful and that node is part of the qualified paftr part of any ongoing channel-setup attempt. The parallel-
then only one of these reservations will be confirmed by thgobing algorithm does not leave dangling resources in the
Relax ) procedure and the remaining reservations will beetwork.
released either by Rejéct or Releasé) procedures. Proof: To prove this, we identify the procedures which

1) Properties of Parallel-Probing ApproachThe parallel- reserve resources and which release resources and also the
probing approach possesses the following properties: node types which execute these procedures. Resource reser-

« Liveness:The use of ID’s ensures the forward movemeriation is done by procedures Reserve and Forward ),
of call probe packets towards the destination. This elimind either or both of these are executed by nodes of type
nates the possibility of a probe packet getting stuck with®OURCE, 1ID, ID, and SN. Reser{g reserves on a single
a group of nodes that form a cycle. link and Forward() reserves oh links. Resource release is
« Adaptiveness: The different segments of a qualifieddone by procedures Relegspand Backtrack ), and either
path could very well be selected by different heuristicer both of these are executed by nodes of type IID, ID,
employed (as shown in Fig. 2) depending on the loadN, and DESTINATION. The forms of unnecessary resource
condition on that segment. reservations, which would become dangling, and the proper
+ Generality: The parallel-probing approach reduces to thkglease of such resources are listed below.
flooding approach if thé heuristics selected for parallel « Since the algorithm ensures the release of resources

probing are the same, and it reduces to the preferred
neighbor approach when the number of paths searched
in parallel is one, i.e.k = 1.

Cycle-Free Path:The qualified routing path produced by .
the parallel probing is cycle free.

Theorem 1: Any qualified routing path produced by the
parallel probing is cycle free.

Proof: There are two types of cycles possible: 1) cycles ¢

involving SN’s, i.e., the originating and terminating nodes of a

between 1ID (say/D;) and ID;_; for all the nonfirst
probe packets reaching IID, by executing Reléasénhere

are no dangling resources between two consecutive ID’s.
When an ID, sayl/ D;, becomes the last element in the
ID’s list, the resources reserved frofD; to SOURCE

are released by Rejéci. As a special case/D; could

be the DESTINATION.

The algorithm detects some cycles, involving ID’s, in the
forward pass and removes the unnecessary resources in
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Parallel Probing(SOURCE, DESTINATION, k)
begin
1. When a new call request arrives do the following.
SOURCE:
Assemble probe packet (PROBE PKT) with intermediate destinations (I Do, IDy,...,IDn_1,1Dyn),
without loss of generality, I Do is SOURCE and ID, is DESTINATION
11D = IDy; Forward(SOURCE, IID, PROBE_PKT) /* Initiates parallel probing on k paths */

2. When a probe packet arrives do the following.
switch (current node type) /* node type is with respect to the probe packet */

case IID: Let the current node be /D;. /* Intended intermediate destination */
If (PROBE_PKT is already seen by ID;) then Release(ID;, ID;_;, PROBE_PKT). /* for loser packet */
Else I1D = ID;y1; Forward(ID;, IID, PROBE PKT). /* for winner packet - the first PROBE_PKT */

case ID: Let the current node be ID;. /* Intermediate destination */
If (IID is I Dy such that ¢ < (k — 1)) then /* reached a past ID; cycle is encountered */
Release(I D;, IDy_1, PROBE_PKT). /* cycle removal */
Else If (IID is ID; 1 and all the k probe packets have returned) then /* IID is not reachable */
Delete ID;+1 from IDs list. /* this is to keep track of the actual IDs list */
If (ID; is the last element in the IDs list) then
Reject(ID;,SOURCE, PROBE_PKT). /* call is rejected. */
Else IID = ID;4»; Forward(ID;, 11D, PROBE_PKT). /* parallel probe to new IID */
Else
status = Reserve({ D;, 1ID, PROBE_PKT). /* already known IID */
If (status is failure) then Backtrack(ID;, PROBE_PKT).

case SN: Let the current node be N. /* Simple node */
status = Reserve(N, IID, PROBE_PKT). /* already known IID */
If (status is failure) then Backtrack(N, PROBE_PKT).

case DESTINATION:

If (PROBE_PKT is already seen) then /* for loser packet */
Release(DESTINATION, ID,_;, PROBE_PKT).

Else if (call is acceptable) then /* for winner packet and call is acceptable */
Analyse for cycles - mark the nodes in the path that form the cycles.
Relax(DESTINATION, SOURCE, PROBE_PKT). /* call is accepted - reverse pass */

Else Reject(DESTINATION, SOURCE, PROBE_PKT). /* call is rejected - reverse pass */

end.

Fig. 1. Parallel-probing algorithm.

the cycles (refer case ID of the algorithm). Similarly, ifrom one ID to another in the order ofD,, ID;,---,
removes other cycles during reverse pass by Relax ID,_i,ID,, it completes the forward pass in a finite time.
» When Backtrack ) takes place at an ID or SN, thelt is obvious that the reverse pass also takes finite time by
resources reserved on a link are released. executing either Reldx) (for successful setup) or Reject
Thus, all the reserved resources are either used by {fy call rejection) procedure.
successful channels or properly released or part of ongoing

channel-setup attempts. C. Example for Parallel Probing
Theorem 3: A call setup initiated at a node is either set up Fig. 2 depicts how the parallel-probing algorithm establishes
or rejected in a finite time. a channel. Heré& = 2. Note that the established path has two

Proof: A call setup is initiated by executing Forwdrl segments, in which the first segment is selected by heuristic
at the SOURCE node of the call. Since the algorithm ha#l and the second is by heuristic H2. The sequence of events
liveness property, i.e., forward movement of probe packetking place in Fig. 2 is given below.
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.-~ PROC3

SN - Simple Node PROCI1 : Forward(SOURCE,ID1,PROBE_PKT)

1D - Intermediate Destination PROC?2 : Forward(ID1,DESTINATION,PROBE_PKT)
H1 - Heuristic 1 PROC3 : Release(ID1,SOURCE,PROBE_PKT)

H2 - Heuristic 2 PROC4 : Relax(DESTINATION,SOURCE,PROBE_PKT)

PROCS : Release(DESTINATION,ID1 ,PROBE_PKT)

——————=> Probe packet which reaches first (successful) Invokati der (in ti p "
. nvokation order (1n time) O roceaures
............ == Probe packet which reaches second (unsuccessful) | ¢ ] ime) I ° T
-----~---~-= Pathrelease Procl Proc2 Proc3 Proc4 Procs

— > Path confirm (reverse pass)

Fig. 2. Typical channel establishment by parallel probing.

1)

2)

3)

4)

5)

6)

7)

8)

9)

To start with IID = ID,;. SOURCE executes proce-and QoS parameters for different network topologies. Before
dure Forward(SOURCE,IID,PROBE_PKT). This meanpresenting the results, we describe the simulation model and
sending two probe packets, one using heuristic H1 (d¢he parameters used in the simulation.

upper link) and the other using heuristic H2 (on lower

link).

Probe packet corresponding to heuristic H1 readtizs A. Simulation Model

(which is the current IID) first. (This is the winner To study the effectiveness of the proposed parallel-probing
packet.) approach, in terms of all the three metrics, we have compared
Now, IID = DESTINATION. ID; executes procedureits performance with that of the flooding algorithm [15]
Forward /D, ,DESTINATION,PROBE_PKT).  This and the TSPF algorithm [8]. Since the objective of any
means sending two probe packets, one using H1 (@$uting algorithm is to find a qualified path with minimal
upper link) and the other using H2 (on lower link).  operational overheads, we chose local/static knowledge based
Heuristic H2’s probe packet, which was sent fromeuristics for parallel probes. The probe packets are assumed
SOURCE, reache$D; . (This is a loser packet.) to use control channels for path search. The nungberof

ID, executes procedure Rele@sB:,SOURCE, parallel paths searched simultaneously by the parallel-probing
PROBE_PKT). This is to immediately release th@pproach is taken as two, and the heuristics employed are SPF
resources in the segment between SOURCE Bbd gnd LLF.

obtained using heuristic H2. The ID’s for the parallel-probing approach are chosen based
DESTINATION (which is the current 1ID) receiveson the shortest path between the source and destination of the
heuristic H2's probe packet which was sent frdi®:. call. For example, let the length of the shortest path tend

(This is the winner packet). the number of ID’s ben excluding source and destination.
DESTINATION accepts the call and executes procedufigyen, the/D; of a call is the (¢ % (n/m + 1))th node in

Relax(DESTINATION,SOURCE,PROBE_PKT). This isthe shortest path. In our simulation, flooding algorithm sends
to confirm the channel from the DESTINATION to thea message to all its neighbors except the node from which
SOURCE. the packet has come. The call admission test used, at each
DESTINATION receives heuristic H1's probe packehode, is the admission test of the Hierarchical Round Robin
which was sent fromf.D;. (This is a loser packet.)  (HRR) [18], [19] scheduling algorithm. HRR is a rate-based
DESTINATION executes procedure Release(DESTINAscheduling discipline which has a simple admission test: to
TION,ID;,PROBE_PKT). This is to release the readmit a new channel on a link, it checks whether the sum
sources in the segment betweéf, and DESTINA- of the utilization (utilization of a channel is the ratio of its
TION obtained using heuristic H1. maximum message length to the period of its frame size) of
all the channels passing through the link (including the new
channel) is less than, or equal to, one.
IV. SIMULATION  STUDIES Two different network topologies have been considered for

We have conducted extensive simulation studies to evaluatealuating the performance of the different route selection
the performance of our parallel-probing approach in ternadgorithms. For performance study in a wide area network, the
of ACAR, ACST, and ARD for a wide range of traffic ARPA network shown in Fig. 3 (21 nodes, 26 links) and the
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@— @ parameter | explanation value taken when
varied fixed
®\ A call arrival rate 0.6,0.7,...,1.0 [0.5,0.65]
@ del-min minimum end-to-end delay of a call | - 10
del-maz maximum end-to-end delay of a call | 10,20,...,50 20
@ sy @— bw-min minimum bandwidth of a call - 2
bw-maz maximum bandwidth of a call 2,4,..,12 4
dur-min minimum duration of a call - 200
dur-maz maximum duration of a call 200,400,...,1200 | 400
num-ID number of intermediate destinations | 0,1,2,...,5 2
excluding source and destination
hp-pair % of hot-pair communication 10,20,...,60 0
stime maximum call setup time 34,..7

Fig. 5. Simulation parameters.

call setup overhead (in terms of resource reservation while path
probing), due to the use of ID’s, and high adaptiveness of the
parallel probing, in terms of using multiple heuristics for path

Fig. 4. The USA network (26 nodes, 39 links). probing, i.e., it allows a routing path to have different segments
selected by different heuristics, whereas the flooding suffers

USA network shown in Fig. 4 (26 nodes, 39 links) have bedii€ to tentative reservation of resources on multiple paths
taken as representative topologies [8]. In our simulation, tRénultaneously, which increases blocking of new calls. On the
delay and bandwidth of the links of the networks are taken f§her hand, the TSPF suffers due to its less adaptiveness, and

be 1 and 100, respectively. Each point in the simulation curviSsStill better than the flooding. _
is an average of five simulation runs. For each simulation run,From Figs. 6(b)-11(b) and 6(c)-11(c), it can be seen that

5000 call requests are generated. The simulation paramef8&ACST and ARD offered by the flooding are smaller than

are given in Fig. 5. The call requests are generated accordfgt Of the other two algorithms. This is due to simultaneous
to the following two distributions. probing for paths on all links of a node. Also, note that the

. e - . ACST and ARD for the flooding are the same because it does
1) Uniform distribution: The source-destination pair of a
) . not encounter backtrack. The ACST and ARD of the parallel-
call is uniformly chosen from the node set. . :
o7 : s probing approach are very close to that of flooding and better
2) Hot communication pair (HCP) distribution: p% of . .
. than that of TSPF due to its controlled backtracking nature.
all call requests are set to a particular hot source and des- ) o
o : . I 1) Effect of Call Traffic CharacteristicsThe effect of traf-
tination pair, the other calls follow uniform distribution. . - :
fic characteristics of a call, namely, call arrival rate, call setup
The other parameters (?f a call are generated as fOHOWS_'time, and call duration, are studied in Figs. 6-8, respectively.
* The duration, bandwidth, and end-to-end delay require-From Fig. 6(a), the ACAR decreases for increasing values
ments of a call are uniformly distributed between theisf call arrival rate. This is because of more calls arrive at
respective minimum and maximum values. higher loads which, in turn, consume more resources, thus
e The mter—arnyal time .of qall esFabhshment requests folesulting in more calls getting dropped. That is, at higher
low exponential distribution with mead/A for each |oads, more and more calls attempt to use the fixed available
node. resources. Also, it can be observed that the ACST and ARD
For studies in Figs. 6-10 and 12, there is no hot commimcrease with load. This is because at higher loads, finding a
nication pair, and for studies in Figs. 6-11, the number gualified path involves more search in the network as most of
ID's used by the parallel-probing approach is taken as twithe resources are already in use by the existing channels.
To recall, the main objective of this paper is to propose aln Fig. 7, the effect of varying call setup time is studied.
route selection approach which attempts to improve all tiéhe increase in call setup time introduces a trade-off between
three performance metrics simultaneously, since all of them amgprovement in ACAR due to more backtracks and deteri-
important in a real-time network, and also to adapt to differeotation in ACAR due to excess resource reservation for a
load conditions. To this effect, the experiments are so desigriedger time. From Fig. 7(a), as the call setup time increases,
to study the effect of different QoS and traffic parametetae ACAR improvement phenomenon is effective for all the
for both uniform and hot-pair (nonuniform) communicatiorthree algorithms (not very significant for flooding). This is
patterns. Here, we present the results for the ARPA netwdskcause the route selection algorithms are allowed to probe for
(Figs. 6-12) only. The results for the USA network exhibithannels for a longer time (more backtracks), which increases

similar behavior that of the ARPA network. the chances of establishing a channel. Note that, the ACAR
) i curve corresponding to flooding is almost flat since flooding
B. Simulation Results does not backtrack. Also, note that, as the call setup time

From Figs. 6(a)-11(a), it can be observed that the parall@lcreases, the ARD also increases for all the three algorithms.
probing approach offers higher ACAR than the other tw®his is also because the algorithms are allowed to probe for
algorithms for all the parameters varied. This is due to legsiths for longer times resulting in longer paths.
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Fig. 8. Effect of call duration on (a) ACAR, (b) ACST, and (c) ARD.

The ACAR deterioration phenomenon will be prominent From Fig. 8(a), it can be observed that the ACAR decreases
when the ratio of call duration to call setup time is muckvith increasing call duration. This is because for higher values
less. In our experiments, we have chosen this ratio to bécall duration, the resources are blocked (not available for
approximately 100(= 300/3.5), which is a large value andthe new calls) by the currently active calls for longer durations.
hence the excess resource reservation effect is outperforrr@dm Fig. 8(b) and (c), the increasing call duration increases
by gain obtained by more backtracks. the call setup time for parallel probing and TSPF because
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Fig. 10. Effect of maximum end-to-end delay of a call on (a) ACAR, (b) ACST, and (c) ARD.

of blocking of resources. The setup time of flooding doess Hot Communication Pair (HCP). From Fig. 11, the ACAR
not increase much because of its flooding (and hence decreases with increasing HCP, and the ACST and ARD
backtracking) nature. increase with increasing hot communication percentage. This
2) Effect of Call QoS Requirement3he effect of QoS re- is due to the fact that the increase in hot communication
quirements of a call, namely, the bandwidth and end-teaturates the paths between the HCP nodes after reserving
end delay requirements are studied in Figs. 9 and 10, resources for some number of calls, and hence rejects the
spectively. From Fig. 9(a), the ACAR offered by all thesubsequent calls until some of the resources are released due
three algorithms starts decreasing for increasing values tofcall tear down. This is applicable to all the three algorithms.
bandwidth requirement. The reason is due to reserving of mordn conclusion, the parallel-probing approach offers higher
bandwidth for the currently active calls, when call bandwidtball acceptance rate than that of the TSPF and flooding, and
is more, which results in blocking of new calls. Also for théts setup time and routing distance are closer to that of the
same reason, the ACST and ARD increase with increasifigoding. The parallel probing is better than flooding and TSPF
bandwidth requirement. in improving all the three metrics simultaneously for different
The effect of varying end-to-end delay constraint imposedmulated load conditions. This conclusion is applicable for
by a call is studied in Fig. 10. As the end-to-end delagoth the APRA and USA network topologies.
increases, the ACAR also increases. This is because thd) Effect of Number of ID’s:The effect of number of ID’s
chances of meeting the delay constraints of a call is maused in the parallel-probing approach is studied in Fig. 12. For
when the end-to-end delay is large, i.e., the nodes along thes, 0%, 20%, and 40% HCP is considered; nodes 3 and 14
path of a call can assign a higher node deadline (delay) fofrthe ARPA network are chosen as HCP.
the messages of the call. The ACST metric decreases withNote that the concept of routing to ID’s has been introduced
increasing end-to-end delay for the same reason. with the purpose of controlling the excessive resource reser-
3) Effect of Hot Pair CommunicationFor  this  study, vation on parallel paths. The choice of number of ID’s is very
nodes 3 and 14 of the ARPA network (Fig. 3) are chosemucial in deciding the overall performance of the network.
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When the number of ID’s is very low, excessive resourcgparse, a lower value of is preferable, because a higher
reservations along the path occur, which in turn reduces thalue of% will make the probe packets to visit many common
ACAR. As a special case, whetum-ID is zero, the parallel nodes and, hence, reserving resources multiple times in such
probing reduces té&-path flooding, which reserves resourcegodes, thereby reducing ACAR. In parallel probing, apart
on k paths from source up to the destination (in the worst cadéym performance point of view, extra processing overhead
during forward pass. On the other hand, when the numpe@mes in the form of sending probe packets at every ID,
of ID’s is very large, the routing path is dictated by th@s_opposed to one probe packet in conventional pr(_aferred-
least-cost metric which is used to identify the ID’s. As &€ighbor algorithms such as SPF, LLF, and TSPF. This extra
special case, whenum-IDiis equal to the length of the least-Overhead would be much less, as the number of ID's is very
cost path, then the parallel probing reduces to the Ieast-ct?ﬁs compared to the diameter of the network.
path heuristic. The proper choice nbm-ID depends on the
topology of the network. When the topology is dense, higher V. CONCLUSION
value ofnum-IDis preferable in order to reduce the excessive . - .
. ) ) _ In this paper, we have proposed a new distributed routing
reservatlor_] by probe packets which arises due to t_he ?XISteﬁ %roach, callegharallel probing for real-time channel estab-
of more disjoint paths between any source-destination P3Ehment in a point-to-point network, which is a generalization
Any reasonable value afum-ID should be much less than thet referred-neighbor based and flooding-based routing ap-
diameter of the network. proaches. The parallel probing attempts to improve all three
From Fig. 12 (for ARPA), the overall peak performance (byerformance metrics (call acceptance rate, call setup time, call
simultaneously considering all the three metrics) occurs Wh%hting distance) simultaneously by combining the benefits
the number of ID’s fum-ID) is one. The peak performance forof preferred-neighbor approach (better call acceptance) and
the USA network topology was found to occur wheum-ID  flooding-based approach (minimum call setup time and routing
is 2, with nodes 3 and 19 chosen to be HCP. distance). Further, it has the flexibility of accommodating
Similarly, the choice off is also crucial in deciding the any routing heuristic as one of the heuristics for parallel
overall performance of the network. When the topology isearch in order to adapt to different load conditions. We
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have demonstrated the effectiveness of the proposed parallgdt N. Haung, C. Wu, and Y. Wu, “Some routing problems on broadband

i i i i i ISDN,” Comput. Networks and ISDN Systo. 17, pp. 101-116, 1994.
problng gpproach through SImUIatlon for aWIde. Yanety Of Qo 9] D. D. Kandlur, K. G. Shin, and D. Ferrari, “Real-time communication
and traffic parameters for different load conditions (uniform™ iy muitihop networks,"IEEE Trans. Parallel Distrib. Systvol. 5, pp.

and hot-pair communication) for two well known network  1044-1056, Oct. 1994. ‘ ‘
topologies. Our simulation studies reveal the following. [0 W. C. Lee, M. G. Hiuchyi, and P. A. Humblet, *Routing subject to
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