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Inside Risks 
Keys Under Doormats 
Mandating insecurity by requiring government  
access to all data and communications.

deployed exceptional access systems 
raises difficult problems about how 
such an environment would be gov-
erned and how to ensure such systems 
would respect human rights and the 
rule of law.

Political and law enforcement lead-
ers in the U.S. and the U.K. have called 
for Internet systems to be redesigned 
to ensure government access to infor-
mation—even encrypted information. 
They argue the growing use of encryp-
tion will neutralize their investigative 
capabilities. They propose data storage 
and communications systems must be 
designed for exceptional access by law 
enforcement agencies. These propos-
als are unworkable in practice, raise 
enormous legal and ethical questions, 
and would undo progress on security 
at a time when Internet vulnerabilities 
are causing extreme economic harm.

As computer scientists with exten-
sive security and systems experience, 
we believe law enforcement has failed 
to account for the risks inherent in ex-
ceptional access systems. Based on our 
considerable expertise in real-world 
applications, we know such risks lurk 
in the technical details. In this col-
umn, we examine whether it is techni-
cally and operationally feasible to meet 

T
W E N TY  Y E A RS AG O,  law en-
forcement organizations 
lobbied to require data and 
communication services 
to engineer their products 

to guarantee law enforcement access 
to all data. After lengthy debate and 
vigorous predictions of enforcement 
channels going dark, these attempts 
to regulate the emerging Internet were 
abandoned. In the intervening years, 
innovation on the Internet flourished, 
and law enforcement agencies found 
new and more effective means of ac-
cessing vastly larger quantities of data. 
Today, we are again hearing calls for 
regulation to mandate the provision of 
exceptional access mechanisms. 

In this column, a group of computer 
scientists and security experts, many of 
whom participated in a 1997 study of 
these same topics, explore the likely ef-
fects of imposing extraordinary access 
mandates. We have found the damage 
that could be caused by law enforce-
ment exceptional access requirements 
would be even greater today than it 
would have been 20 years ago. In the 
wake of the growing economic and so-
cial cost of the fundamental insecurity 
of today’s Internet environment, any 
proposals that alter the security dy-

namics online should be approached 
with caution. Exceptional access 
would force Internet system develop-
ers to reverse forward-secrecy design 
practices that seek to minimize the im-
pact on user privacy when systems are 
breached. The complexity of today’s 
Internet environment, with millions of 
apps and globally connected services, 
means new law enforcement require-
ments are likely to introduce unantici-
pated, hard-to-detect security flaws. 
Beyond these and other technical vul-
nerabilities, the prospect of globally 
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The complexity of 
today’s Internet 
environment means 
new law enforcement 
requirements are 
likely to introduce 
unanticipated 
security flaws.
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find it would pose far more grave secu-
rity risks, imperil innovation, and raise 
difficult issues for human rights and 
international relations.

There are three general problems. 
First, providing exceptional access to 
communications would force a U-turn 
from the best practices now being de-
ployed to make the Internet more se-
cure. These practices include forward 
secrecy—where decryption keys are 
deleted immediately after use, so that 
stealing the encryption key used by 
a communications server would not 
compromise earlier or later communi-
cations. A related technique, authenti-
cated encryption, uses the same tem-
porary key to guarantee confidentiality 
and to verify the message has not been 
forged or tampered with.

Second, building in exceptional ac-
cess would substantially increase sys-
tem complexity. Security researchers 
inside and outside government agree 
that complexity is the enemy of secu-
rity—every new feature can interact 
with others to create vulnerabilities. 
To achieve widespread exceptional ac-
cess, new technology features would 
have to be deployed and tested with lit-
erally hundreds of thousands of devel-
opers all around the world. This is a far 

law enforcement’s call for exceptional 
access without causing large-scale se-
curity vulnerabilities. We take no issue 
here with law enforcement’s desire 
to execute lawful surveillance orders 
when they meet the requirements of 
human rights and the rule of law. Our 
strong recommendation is that any-
one proposing regulations should first 
present concrete technical require-
ments, which industry, academics, and 
the public can analyze for technical 
weaknesses and for hidden costs.

Many of this column’s authors 
worked together in 1997 in response 
to a similar but narrower and better-
defined proposal called the Clipper 
Chip.1 The Clipper proposal sought 
to have all strong encryption systems 
retain a copy of keys necessary to de-
crypt information with a trusted third 
party who would turn over keys to law 
enforcement upon proper legal autho-
rization. We found at that time it was 
beyond the technical state of the art to 
build key escrow systems at scale. Gov-
ernments kept pressing for key escrow, 
but Internet firms successfully resisted 
on the grounds of the enormous ex-
pense, the governance issues, and the 
risk. The Clipper Chip was eventually 
abandoned. A much narrower set of 

law-enforcement access requirements 
has been imposed in the U.S., but only 
on regulated telecommunications sys-
tems. Still, in a small but troubling 
number of cases, weaknesses related 
to these requirements have emerged 
and been exploited by state actors and 
others. Those problems would have 
been worse had key escrow been widely 
deployed. And if all information appli-
cations had to be designed and certi-
fied for exceptional access, it is doubt-
ful that companies like Facebook and 
Twitter would even exist. Another im-
portant lesson from the 1990s is that 
the decline in surveillance capacity 
predicted by law enforcement 20 years 
ago did not happen. Indeed, in 1992, 
the FBI’s Advanced Telephony Unit 
warned that within three years Title 
III wiretaps would be useless: no more 
than 40% would be intelligible and in 
the worst case all might be rendered 
useless.2 The world did not “go dark.” 
On the contrary, law enforcement has 
much better and more effective surveil-
lance capabilities now than it did then.

The goal of this column is to similar-
ly analyze the newly proposed require-
ment of exceptional access to com-
munications in today’s more complex, 
global information infrastructure. We 
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more complex environment than the 
electronic surveillance now deployed 
in telecommunications and Internet 
access services, which tend to use simi-
lar technologies and are more likely to 
have the resources to manage vulner-
abilities that may arise from new fea-
tures. Features to permit law enforce-
ment exceptional access across a wide 
range of Internet and mobile comput-
ing applications could be particularly 
problematic because their typical use 
would be surreptitious—making secu-
rity testing difficult and less effective.

Third, exceptional access would cre-
ate concentrated targets that could at-
tract bad actors. Security credentials 
that unlock the data would have to be 
retained by the platform provider, law 
enforcement agencies, or some other 
trusted third party. If law enforce-
ment’s keys guaranteed access to every-
thing, an attacker who gained access to 
these keys would enjoy the same privi-
lege. Moreover, law enforcement’s stat-
ed need for rapid access to data would 
make it impractical to store keys of-
fline or split keys among multiple key 
holders, as security engineers would 
normally do with extremely high-value 
credentials. Recent attacks on the U.S. 
Government Office of Personnel Man-
agement (OPM) show how much harm 
can arise when many organizations 
rely on a single institution that itself 
has security vulnerabilities. In the case 
of OPM, numerous federal agencies 
lost sensitive data because OPM had 
insecure infrastructure. If service pro-
viders implement exceptional access 
requirements incorrectly, the security 
of all of their users will be at risk.

Our analysis applies not just to sys-
tems providing access to encrypted data 
but also to systems providing access 
directly to plaintext. For example, law 
enforcement has called for social net-
works to allow automated, rapid access 
to their data. A law enforcement back-
door into a social network is also a vul-
nerability open to attack and abuse. In-
deed, Google’s database of surveillance 
targets was surveilled by Chinese agents 
who hacked into its systems, presum-
ably for counterintelligence purposes.3

The greatest impediment to ex-
ceptional access may be jurisdiction. 
Building in exceptional access would 
be risky enough even if only one law 
enforcement agency in the world had 

it. But this is not only a U.S. issue. The 
U.K. government promises legisla-
tion this fall to compel communica-
tions service providers, including U.S.-
based corporations, to grant access to 
U.K. law enforcement agencies, and 
other countries would certainly fol-
low suit. China has already intimated 
it may require exceptional access. If 
a British-based developer deploys a 
messaging application used by citi-
zens of China, must it provide excep-
tional access to Chinese law enforce-
ment? Which countries have sufficient 
respect for the rule of law to partici-
pate in an international exceptional 
access framework? How would such 
determinations be made? How would 
timely approvals be given for the mil-
lions of new products with communi-
cations capabilities? And how would 
this new surveillance ecosystem be 
funded and supervised? The U.S. and 
U.K. governments have fought long 
and hard to keep the governance of the 
Internet open, in the face of demands 
from authoritarian countries that it be 
brought under state control. Does not 
the push for exceptional access repre-
sent a breathtaking policy reversal?

The need to grapple with these legal 
and policy concerns could move the In-
ternet overnight from its current open 
and entrepreneurial model to becom-
ing a highly regulated industry. Tackling 
these questions requires more than our 
technical expertise as computer scien-
tists, but they must be answered before 
anyone can embark on the technical 
design of an exceptional access system. 
Absent a concrete technical proposal, 
and without adequate answers to the 
questions raised in this column, legisla-
tors should reject out of hand any pro-
posal to return to the failed cryptogra-
phy control policy of the 1990s. 

... legislators should 
reject out of hand 
any proposal to 
return to the failed 
cryptography control 
policy of the 1990s. 


