
Hypothesis Testing



Some Problems : (Given samples ofp ) Complexity ( in terms of
A- IDI)

'

isp-qle.gg:4,) in

or E- far from Cf

is p E- close to of
1

login
or E- far from

Cf
(Given samples of g) is p=q ppl}

or p E- far from q

(Given samples of g) is p e-close to q Yogi
or E- far from Cf

is P monotone Th
or E- far from monotone

is p {- close to monotone " / login
or E- far from monotone



Other problems considered :

estimate entropy , support size

Independence ?

represented well via K- histogram ?

monotone hazard rate

•

•

•



A useful tool :

Given: 41 collection of distributions ( via complete description) H

(2) samples of
p

such that I C- H for which distlp,q) is small

%ÉÉ good approx top ⇐ strong
assumption

Goal : Output hc-HS.t.distlp.tn) small

Question :

How many samples needed in terms of 194 t domain size ?

Is this the same as testing closeness
,
uniformity ?

gp
is guaranteed to

Do lower bounds apply ? No !
be close to some

qe#



What we want :

Given high, explicit
p

via samples

procedure that outputs hi that is closer top

what if both are roughly same distance ?

maybe either one is ok ?

} maybe ok

to outputor maybe not
. . .

hi as long as it
is within { of

closest hj top
?

More general Goal :

Given set of hypotheses H
& p via samples

find he 9T closest top



Find best hypothesis via
"

tournament
" ?

or

h
,

h
,

h
,

h
, has he - " hmu

,
hm

V V V v"

winner
"

Or .
advances

at
at

least each →

phaseE- close →
to winner \
if , if 1h ,

- hate -

.

Can output
either one •

else output closer top Need stronger
•

•

•1 guarantee !
overall winner

maybe p=h ,
A-hall

,

:L th
,

"

wins
"

} overall winner could be Ollogn . E)

then Up - hzll ,=2E th}
"

wins
"

far from best hypothesis?
then Hp - hgh ,

=3 { thy
"

wins
"

•

:



How to fix :

• won't use simple tournament ← instead compare every pair

• will add notion of "

tie
"

Output hypothesis that wins or ties

Evey
match

( hopefully there is one
,
+ it is the

right one)



A- "svbtool
"

for
comparing

two hypotheses :

Thin given a sample access to
p

(2) highs hypothesis distributions (fully known to algorithms
(3) accuracy parameter E

'

,
confidence parameter 8

'

then Algorithm
"

choose " takes 01kg / (d)2) samples + outputs
he {hyhg} satisfying :

if one of hyhz has 11ha. - pH ,

< E
'

then with prob ≥ 1- &
, output hj has llhj - pH ,< Kd

e.g.
712 E

'

ie
.

if both high, far
,

no guarantees if at least one is
if one filose tone really fury will output Éclose} close

,
will output

hypothesis pretty close hypothesisif both E-
"

close then output 12¥- close hypothesis
↑
e. g.

one is E
'
- close

other is ≤ load- close

getting kind of complicated just to specify ?⃝



Actually a bit stronger :

The p given via samples
hyhz fully known & p

is d- close

E
'

,8
'

given

Algorithm
" choose " takes 0K0g 'H( IT ) samples + outputs hkhyhfs.ch that:

(1) If hi more than HE
'
- far from p , unlikely to output hi as winner
Teja IEmk% tie

will { (2) If hi more than toe
'

- far from p, unlikely to output hi as winnernot

actually ~
↑

not that might tieuse bad

this (3) If hi ties Whp then 11h; - hill ≤ Hoo
'
⇒ 11h

;
- pH≤ 11£

'
b " won't
win

can use {
'

¥ Egg ?

I



Proof of sub tool :

hi thz are closecandelerminehih.sc/osew/osamples✓
-

from p
idea : why h

,
is d- close to p ↓

if ha is toe
'
- close top, then ok to output

"

tie " or either hyhz as
"

winner
"

else
,
if h
,

is not IOE
'
- close top but is 12€

'
- close

,
ok to

"tie
"

or output h , as
"

winner
"

so samples from p will fall in
" difference" between h ,&h,
& will output hi

"""

÷:*:-.:*
.. :

-

since you
know hitha

, you
know

does
p assign prob to A more like h

,
or ha ?

(here you
use samples)



samples
↓ ng

explicit description

Algorithm Choose : Input pihyha

First some definitions : #¥"÷A-_ { ✗ I h.CH > hold}

a.
= h.CA) ←

red + blue areas

a
,
-_hglA) c- blue area

green
area = red area = 9-92

will give
factor of note 11h

,

- hall ,=2(a ,- ad 4- dist green
+ red = 2. red

2in constants

/ note that It is not necessarily
11h

,

-hall
, { 1

.

if a
,

- a
,
≤ se

'

declare
"

tie
"

• return hi "

consecutive
" )

in

≤ NE
'

£1 , distance
( no samples needed)

2. draw m=2 log -18 ' samples S
,
" .sn from

p

It

}
if p=h , ,

E- [23=9
,3. ✗ ← tm / { it sit A }I

it
p
-

_ ha , E- [ 21=92

4 . if ✗ > a
,

_ 3zE' return h
,

is p more like h
,
orha

another →
additive else if d < as 't } E

' return ha
in A ?

error in

constants else declare "tie " t return h
,

note need
"

5
"

to be bigger than 2.312=3



Algorithm Choose :

Why does it work ?

• h
,

or ha is E
'

- close to A (given) 1-1=9×1 h.li > hold}

a ,=h ,
/ A)

• If "

tie
"

in step 1 :
an -_hglA)

note 11h
,

- hall ,=2(a ,- ai
h
,
tha are IOE

'
- close (note L

,

dist = 219
,
- ad)

1
.

if a
,
-9
,
≤ 5E

'

declare
"

tie
"

+ return h

⇒ both are ≤ he
'
- close to * (not"Ff

" should [no samples needed)

so
"

tie
"

is ok bze " u") 2
. draw m --2109¥ ' samples Sir.sn tromp

It

• Otherwise reach step 2 : 11h
,

- hall
,

> IOE
' ( a

, -92>5
" ) 3. ✗ ← tm / { it sick }1

4 . if ✗ > a
,

_ 3zE' return h
,

else if 2 < a
>
+ { E

' returnh
else declare "tie " t return hi

if p=h , ,
E- [23=9

,{itp=ha,E[d]=aÉ
green

area = red area = a,-92

\#! 4- dist green
+ red

blue area = 92

bluet red area = a
,



Algorithm Choose :

Why does it work ?

• h
,

or ha is E
'

- close to A (given) 1-1=9×1 h.li > hold}

a ,=h,( A)

• If
"

tie
"

in step 1, algorithm does right thing aj-hs.IM

note 11h
,

- hall , -_ 26rad

• Otherwise reach step 2 : 11h
,

- hall
,

> IOE
' ( a

, -92>5 E
' ) 1

.

if a
,
-9
,
≤ se

'

declare
"

tie
"

• return h

(no samples needed)

2. draw m=2 log -18 ' samples Sir . Sm from
p

E- [ a] ± Pr*p[✗ c- A) =p / A) Ep

assume (Chernoff) that with high prob /d- EID / ≤ § 3. ✗ ← tm / { ils.ie/t3I

4 . if ✗ > a
, -3yd return hi ]h

, assigns a
, weight to A

else if 2ha
,
't } E

' return hayha " Aa
"

"

A
else declarc"tie"treturnif p

is [
'
- close to hi

, assigns ≥ A
,
-2

'

weight
to A

if p=h , ,
E- [23=9

,

& ✗ ≥ a
,

- E
'

- €2 = a
, -312

"

re { it p=ha , E- [ 23=92
whp

" " " " " "

ha
,

"

≤ agee
'

weight to A

nyh;
green

area = red area = aiaa

4- dist green
+ red

blue area = 92
& ✗ ≤ 92+21+12 ≤ a

,
1- 3¥ ʳtp blue + red area = a

,



Ttiecovermethod - a method for learning distributions

def
,

@ is an

"

E- cover
"

of D it ftp.ED
↑ ↑ 3- qec sit

. llpqll,≤ e
smaller big set
set of of distributions

distributions
( specific to D)

why useful ?

hopefully C is much smaller than D
,

allows us to approximated
note C not unique

Tim F algorithm , given PED
,
which takes

big ⇒ Ollzalog ICI ) samples of p
& outputs he C

improvement : s.tl/h-pll , ≤ HE with prob ≥ %vwionbnd over

siuofc NID !



Tim F algorithm , given PED
,
which takes

Ollzaloy ICI ) samples of p
& outputs he C

s.tl/h-pll , ≤ HE with prob ≥ %

Pf
.

since PED ,
7 g. c-

C sit
. Hp - g. II.

≤ e
'

( could be more than one)

run
"

Choose
"

on p
with every pair qyqz.EC

• best
of .pt

either wins -

or ties all matches

ties are to other
q
's which have low error

m

- ≤ error of gop ,_
+ NE

'

• if
q
'
is 2122 - far from p,

≤ HE
'

⇒ loses to
gas , (doesn't survive)

so all surviving af are ≤ HE
'
- dosetoqop, t ≤HE

- close to P ¢1
Need all matches to give correct output _ union bound on (2) maths



Applications :
Example 1 : learning distribution of a coin

domain = { 0,1}

need to learn bias biases of

✓ coin

Here D= #

if use C = { 0,1T¥
,

. . . ,¥
,

I }

then t bias p ,
let ¥ ≤ p¥i¥

then picking p=É gives Hp - pill , ⇐ 2-
K

so using
k= -0T£) gives Hp - pill , ≤ E

K / =kH # samples needed by cover method is

= fire 0K210g 'd



Example 2 : 3- bucket distributions

B

now need to specify L and P ✗

so C-- { 1%
,
# It,jᵗ{ oinks} ↑ ¥, aiÉ¥

19=0-447
# samples is Oltilogt)

Example 3 : monotone distributions

Birge ⇒ C = { ( ¥
,

. . .

, "¥") / ii. is, . . .

c- {oik}}
1C / = ¢¥gn)k) ⇒ # samples is 01¥ /ognlogte)



Example 4 : Poisson Binomial Distributions

PBDlpi.pro) : X=§=
,

Xi Xi independent riv .

's

Elxi]=pi (not identically
distributed ]

e'J 1) all p.is = 42 ✗~ Binomial

2)
pi 's Pa -- I ps= . . .=pn=0

B. [11--0]=0
Pr[ ✗=L ] = Ya X~lt⑤
Pr [11--2]=42

Pr[ ×> 23=0



Birge bucketing
twice with %gn) choices
for breakpoint

↓

PBD unimodal ⇒ OLÉ' login samples

structuretrm :

PBD "

looks like " (to w/ in E 4- error) either :

1) [E- sparse] supported almost completely lasfctn of E)
testing :

on interval of length 01%3)
⇒ small cover ¥101184

"" ⇒¥ toyed learner }
can

test
in

2) [ & - heavy] PBD looks like translated binomial on 0( Ye%)

large enough # vars

⇒ learn binomial
,
which puts almost all} cminlesteasy

to→ wt on rn places in middle 01h
"") !learn




