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In this lecture, we discuss a sublinear algorithm for planarity testing, extendable to other minor-
closed properties, through reduction to the hyperfiniteness property and the use of a partition oracle.
We primarily follow Section 3 of the paper “Local Graph Partitions for Approximation and Testing”
by Hassidim, Kelner, Nguyen, and Onak (2009) [3|, while the implementation of the partition oracle,
covered in the following lecture, is in Section 4 of the same paper.

1 Introduction to Property Testing and Planarity

In this section, we formalize the paradigm of testing a property of a graph in sublinear time. We base
our discussion around an algorithm for testing planarity. While the focus of this lecture is on graphs, in
particular, bounded degree graphs, the concept of property testing and the proof methods used can be
applied to many other objects, such as strings and functions.

1.1 Basics of Property Testing

Previously, our focus was on estimation problems, which involve approximating some parameter or
quantity of graphs, such as the number of edges or connected components. We did so in a framework
that involves estimation bounds, probability guarantees, and a parameterized measure of distance to the
desired property.

Figure 1: Diagram of e-closeness in the context of property testing
Al f-phs
g-close 49 p

s



Now, we consider decision problems, where we attempt to assess whether some property of a given
object holds or not, for example, whether a graph is planar. In our terminology, the algorithm either
accepts or rejects the input. As these problems are “0 or 17, we need to define a coherent notion of a
“grey area” for similar principles in constructing approximation algorithms to work. For example, we
have to define what it means to say a graph is “approximately planar”. The framework we define is
called property testing.

Consider the three ovals in Figure 1. The innermost circle is the set of graphs with a particular
property P that we desire. A completely precise test as to whether a graph has property P or not can
likely take linear time, as there can be a single vertex or edge that switches the status of the graph, and
finding this single tipping point will take O(n) time.

If we wish to have a sublinear-time algorithm, we therefore need a weaker version of the condition.
Property testing is a framework that involves such a weakening of a yes/no question, by focusing on
distinguishing graphs that have property P from graphs that are “far enough” from having this property,
where the definition of “far enough” depends on the context. The set of graphs in between, which neither
have property P or are far enough from having the property is called an e-close set, graphs in which we
do not guarantee anything about the output of the algorithm.

Definition 1 (Property Testing) A property testing algorithm for a property P with parameter € is
a sublinear time algorithm that satisfies the following conditions:

e If G has property P, then accept (pass).
e If G is e-far from having property P, then reject (fail).
o If G is e-close, then can either accept or reject (no guarantee of behavior).

In this lecture, we focus on graphs with maximum degree d represented in adjacency list format, for
which the definition of e-close is given below. A graph is e-far if it is not e-close.

Definition 2 (e-closeness for bounded degree graphs) A graph G with mazimum degree d is e-
close to having a property P if it is possible to remove at most edn edges from G to produce some graph
G’ having property P.

1.2 Planarity Definitions and Characterizations

We first review the definition of a planar graph.

Definition 3 (Planar Graph) A graph is planar if it can be drawn on the plane such that its edges
intersect only at their endpoints.

Two well-known graphs that are not planar are the clique on 5 vertices (denoted as Kj5) and the
complete bipartite graphs with 3 vertices on each side (denoted as K3 3.) In general, for positive integers
m and n, we let K, be the clique on n nodes and K,, ,, be the complete bipartite graph with m nodes
on one side and n nodes on the other.

A characterization of planarity that allows for easier algorithmic handling is given by the theorem
below that relates planarity to forbidden minors, defined below.

Definition 4 (Graph Minor) A minor of a graph G is a graph constructed by recursively merging
edges into vertices, followed by deleting vertices and/or edges. Each merge procedure constructs a su-
pernode that retains the union of connections from the vertices that comprise it.

Theorem 5 (Kuratowski, Planarity <= Forbidden K5 and K3 3) A graph G is planar if and
only if it does not contain Ks or K33 as a minor.



For our purposes, such reductions are less useful because we will only use exact tests for constant-
sized problems, which will not affect the overall sublinearity of our algorithm. It may, however, be useful
to view planarity as a special case of forbidden minors, where specifically, K5 and K3 3 are forbidden.
There are other classes of graphs with other forbidden minors, such as disallowing a 4-cycle of vertices.

Therefore, throughout this lecture, keep in mind that the methods we discuss for planarity testing,
especially hyperfiniteness and the construction of a partition oracle, are also applicable to other forbidden
minor properties.

2 Hyperfiniteness and the Partition Oracle

In this section, we introduce hyperfiniteness, a parameterized property that follows from planarity. More
generally, a version of this property, with appropriate parameters, holds for any graph belonging in a
particular class of graphs characterized by forbidden minorsﬂ This property then motivates the design
of the partition oracle, a tool where the resulting partitions are used to decompose the graph into
constant-sized smaller graphs. The partition oracle facilitates sublinear testing of planarity.

2.1 The Hyperfiniteness Property

The hyperfiniteness property formally motivates the intuition that it is easy to “break apart” a planar
graph by removing not too many of its edges. The formulation of such partitions is a common tool to
construct sublinear time algorithms to test for forbidden minor classes of graphs.

Definition 6 (Hyperfiniteness) A graph G with n vertices is (€, k)-hyperfinite if it is possible to re-
move at most en edges to result in a graph where all connected components are of size at most k. Here,
k can be a function of €.

Next, the theorem below formally relates planarity and hyperfiniteness. The proof is beyond our
scopeE|

Theorem 7 (Planarity — Hyperfiniteness) For all e and d, there exists a constant ¢ such that every
planar graph of mazimum degree at most d is (ed, c/€?)-hyperfinite.

Intuitively, the theorem states that removing an e fraction of the edges of a planar graph G, we
can break down the graph into connected components of size at most c/€2. In such graphs, we can get
small connected components by only removing a small fraction of all edges in G. Furthermore, the
contrapositive of the theorem implies that if there is no such partition, then G is not planar.

2.2 Consequences of Hyperfiniteness

We now examine consequences of hyperfiniteness. Suppose we apply the definition of hyperfiniteness
ed

with parameter 5, where € is the parameter in the original testing problem. Denote G’ to be the graph
after the partition, i.e. G minus the edges between partitions, which number at most edn/2. This is
illustrated in Figure 2.

Returning to planarity, we note the following two relationships between G and G’. First, if G is
planar, then G’ is also planar, as merely removing edges from a planar graph keeps it planar. Second,
G’ is very similar to G, as they differ by at most edn/2 edges, as the only difference is that G’ drops the
edges that cross partitions. Hence, if G is e-far from planar, then G’ is ¢/2-far from planar.

Looking ahead towards testing, in a graph that is e-far from being planar, at least edn edges must

be removed to make it planar. We removed at most edn/2 edges, so the resulting graph still needs at

1The converse, however, does not hold. A hyperfinite graph does not necessarily forbid a minor.
21f you’re interested in the proof, see Lemma 2 and Corollary 3 in [3], noting that planarity is a special case of minor
exclusion. A more in-depth discussion about such “separating” theorems for excluded minors can be found in [1].



Figure 2: Depiction of partitions and crossing edges in G and G’

least edn/2 edges removed to make it planar. Therefore, a lot of the small components, after the cross-
partition edges are removed, are non-planar. As all connected components in G’ are of size O(1/€?),
we examining a single component and testing it for planarity can be completed in a time complexity
independent of n.

2.3 Partition Oracle for Hyperfiniteness

We are now ready to define the partition oracle, which allows us to query the partition assignment of
each vertex. The implementation details of this partition oracle will be covered in the next lecture.

Definition 8 (Partition Oracle (parametrized by (¢,k)) A partition oracle is a function P that
takes a vertexr v as input and returns Pv], the label of v’s partition. The partition must satisfy the
following conditions:

e (Partitions small and connected) For all vertices v € V, its partition is of size at most k, and the
induced subgraph from the set of vertices in this partition is connected. El

e (Planar graph — small number of partition-crossing edges) If G is planar, then with probability of
at least 9/10, |{(u,v) € E | Plu] # Pv]}| < edn/4.

Note: the oracle does not have to decide “in advance” which partition to use, as long as the outputs are
consistent with one another.

We note a couple observations on the behavior of the partition oracle, considering the cases where G
is planar or not planar. If G is planar, the second property of the oracle greatly restricts is behavior. On
the other hand, if G is e-far from planar, the first property can provide bounds to help us characterize
and locate a violation of planarity.

As a side note, the definition of the partition oracle does not imply that there is a unique partition
for every planar graph. There can be many partitions that satisfy the given conditions.

3There is no requirement, however, for a partition to be a full connected component.



3 Sublinear Algorithm for Testing Planarity

From the definition of testing, we can set a target for our planarity testing algorithm on a graph G to
behave as follows:

e If G is planar, then Pr[Pass] > 2.

e If G is e-far from planar, then Pr[Fail] > 2.

3.1 Failure modes of a non-planar graph

The algorithm is motivated by considering what happens when the graph G is not planar. We consider
separate cases as to whether the partition oracle fails or succeeds.

1. (Simple case: partition oracle fails) This case is simple, as the partition oracle failing automatically
implies that the graph is not planar. In this case, the partition oracle returns a partition with too
many cross-partition edges, or there is a partition that is too large.

2. (More complex case: partition oracle succeeds) In this case, we have to find another way to test that
the graph is not planar. In this case, we look for some small O(1/€?)-sized connected component
that is itself non-planar, the existence of which we show from the properties of the partition oracle.

The first “failure mode” can be seen as a global condition that considers a property of the graph as
a whole; in contrast, the second can be seen as a local property of a particular vertex and its partition.

3.2 Testing Algorithm

We base this procedure off a particular partition given by the partition oracle with parameters (€/2, 4c/€?).
The algorithm in this section tests for the above two “failure modes” in succession.

3.2.1 Stage 1: Test that there are not too many crossing edges

In this stage, denote C as {(u, v)|P(u) # P(v)}, the set of partition-crossing edges. We use an estimate
f of |C|, such that its additive error is at most edn/8 with probability of failure § that is at most 1/10.
From the estimate, if f > 3edn/8, then output “not planar” and halt. Otherwise, proceed to Stage 2.

f is obtained by sampling 24/€% = O(1/€?) edges uniformly at random with replacement, taking
the sample average, and then multiplying by the number of edges. The additive error corresponds to
a proportion t = (edn/8)/(dn/2) = €/4 of all edges, so the Hoeffding bound [ of 2¢=2"*" for Bernoulli
random variables gives an upper bound of 2e =3 < 1/10.

The query complexity of this stage is O(1/€?), as this is the number of oracle queries.

3.2.2 Stage 2: Test random partitions for planarity

In this stage choose a set S of O(1/e) random vertices. For each vertex s € S, consider the partition
P[s] that contains s. If G is planar, according to the properties of the partition oracle, the vertices in
P[s] form a planar connected component of size at most 4c/e2. We then test the vertices one by one
until a vertex is found that either has a connected component larger than 4c/€? vertices or is not planar.
If a vertex that violates is found, then reject, otherwise, accept.

4See [this set of lecture notes for a discussion. Take the second equation with a = 0 and b = 1, the probability of having
an additive error greater than edn/8 is at most 2e 3.

5In implementing this algorithm, we have to define the process of sampling an edge uniformly at random. If we simply
sample a vertex uniformly at random and then sample an edge connected to this vertex again uniformly at random, the
sampling will be biased towards edges connected to low-degree vertices. Therefore, we perform a rejection sampling, where
after we sample a vertex v and an incident edge e, we only accept this choice with probability deg(v)/d. This yields a
constant probability of 2/nd for each edge to be picked, possibly with some probability of no edge being picked.


https://www.stat.cmu.edu/~larry/=stat700/Lecture6.pdf

This test is implemented by computing each partition’s size via Breadth First Search (BFS) going
outwards from the vertex and only considering the edges that lead to another vertex in the same partition.
Meanwhile, planarity for the induced subgraph corresponding to a particular partition can be tested by
any non-approximate linear-time algorithm.

The query complexity of this stage is determined by the number of calls needed for the BFS steps.
For each cell, there are O(1/€?) vertices in its connected component and at most d edges connected to
each vertex, which yields O(d/€?) queries per starting vertex. As there are O(1/¢) vertices in the testing
set, this gives O(d/€®) total calls.

3.3 Analysis and Discussion

The above discussion provides an algorithm with a query complexity of O(d/€?), which is sublinear in
n. Now, we show that the testing algorithm above satisfies the desired requirements; that it will output
accept when G is planar and reject when G is e-far from planar, both with probabilities of at least 2/3.

3.3.1 Criteria 1: G is planar — accept with probability at least 2/3

In this case, the partition oracle will return a partition with at most edn/4 partition-crossing edges,

which is also Exp[f] as estimator based on a sample mean is unbiased. As f has an additive error of at
most edn/8 with probability at least 9/10. Therefore, with probability at least 9/10,

f < Exp|f] + edn/8 < edn/4 + edn/8 = 3edn /3,

and the algorithm proceeds to stage 2. The algorithm will then always pass Stage 2 because the partition
oracle will return a partitions each of size at most k = 4¢/€?, all of which induce a planar subgraph.

3.3.2 Criteria 2: G is e-far from planar — reject with probability at least 2/3

This case is more interesting because it is still possible that the partition oracle returns a valid partition.
We thus derive different contradictions based on the number of partition-crossing edgesEI

The simpler case is where |C| > edn/2, meaning that there are too many paritition-crossing edges
for a valid partition. In this case, the sampling procedure will detect it. To prove this, we use the same
Hoeffding bound as in the previous case to get the inequality,

f > Exp|f] — edn/8 > edn/2 — edn/8 = 3edn /3
with probability at least 9/10, so we will indeed reject with this desired frequency.

The other possibility is that |C] < edn/2, which means that we have a valid paritition without too
many crossing edges. Then, we could go back to the e-far definition and note that we still have to remove
many edges, besides the partition-crossing edges, to make G planar. More concretely, denote G’ to be
G with the edges in C removed. Then as G’ is €/2 close to G and G is e-far from being planar, G’ must
still be e¢/2-far from being planar. This means that at least edn/2 edges must be removed for planarity.

Consider a minimal set of edges to be removed from G in order to make it planar. Then any edge
in this set is part of a non-planar connected component of G'. As this minimal set contains at least
edn/2 edges, there must be at least en vertices adjacent to at least one edge of this set. |Z| Then any
of these vertices will be in a non-planar connected components. Thus, considering the whole graph, we
can detect non-planarity once any one of this € fraction of the vertices is selected, meaning that a set of
O(1/¢) suffices. |§|

6 An astute observer might notice that our work for this criteria involves nearly all of the characteristics discussed in
the algorithm, except for the maximum size of a connected component. We might naturally have expected this condition
to cause an issue here, but actually, the condition in fact serves to reduce the worst case runtime as it avoids the case of
overlapping and time-consuming BFS’s from different nodes.

"This can be derived from a standard double-counting argument, as each edge is incident to exactly two vertices.

8This follows from the inequality (1 — €)®¢ < e~ . If the sampling is done without replacement, then the inequality
only becomes stronger. This part is left as an exercise.




4 Further Reading

For those interested in further reading, Sections 2 and 3 from a 2011 overview paper on Sublinear Time
Algorithms by Rubinfeld and Shapira [7] provide a more thorough discussion on the frameworks behind
complexity testing; Section 5.2 in the same paper reviews the literature and state of research for bounded
degree graphs. You can find a recently improved algorithm with an improved partition oracle in [4].

On the foundations and techniques used in this lecture, Background information about graph pla-
narity, minor-closed properties, and forbidden minors can be found in [§]. More discussion on partition
oracles can be seen in [5] as well as in Sections 2.5 and 2.6 of [6]. Finally, similar methods for testing
minor-closed properties are discussed in [2].
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