
Lecture 12

• linear algebra & mixing times

• saving random bits via

random walks



From last time :

Linear Algebra Review

det r is an eigenvector of A with

corresponding eigenvalue ✗ iff

vA=7v

def-Lz-normofr-tri.vn)=fÉ÷
det v

"
. .ir
" orthonormal if

viii. rlj) = { 1 if i=j

W
o if i=j

inner product

=§v¥ .ve'D

Ihm Transition matrix P real + symmetric
⇒ F e-trees v1" .

. .pk)

forming orthonormal basis with corresponding
e- values 1--4>-1×212 . . .

>_ in )

& v1"=fn 11 . . - 1)

← chosen so that Hr ' "/12=1

⇒ any vector w is expressible as linear

combination of v11) 's

W= Edi vli)

t ↳ norm of w is Fi ④



From last time :
Useful Facts :

Assume P has all positive entries te-vecsvH.ir
" with

tacks corresponding e- vats § .
- - in

d) LP has e-recsv"!Ñ
"
with corresponding evils DX

, An

(2) PTI
" " "

" "

"

7,1-1, . . . intl
(3) pk

" " " "
" "

fi , - " ink

(4) P stochastic ⇒ Hilal Fi

Note : add self - loops ; P+ =

"

stay put with prob Yat
walk with prob Ya

"

⇒new eigenvalues Hg ,
. . .

, ×¥



From last time :

Mixing Times

How long does it take to reach

stationary distribution ?

def
,

E >0

Mixing time
,
TIE)

,
of M.CA with

stationary dist IT is mint st
.

FIT
"'

,
111T -1T '"AtH,< E

def .

M.CA is rapidly mixing if
Tle)= polyllogn , log'k)

A
# states



Thin IP is transition matrix of undirected
,

can → honk-partite , d- reg connected graph
put
self
loop
" IT

,
is start dist

.

each
node

IT is stationary dist = (k
,
. . . ,tn)

( so # ETT )

Then 111%1*-11-11
,

c- Halt
Texponentallg decreasing
dist if this const! !
⇒ rapid mixing

Pratt real
, symmetric ⇒

e-vecs V
"!.ir" are orthonormal basis

with e-vats 1=1--1×217 . . .

>_Hnl



so any vector , in particular To ,

can be expressed as 1in comb

of v14 's :
n

To = E ti flit
i=i

n

so ltipt = Eqivli
'.pt

in -

= fit uli
)

= ✗
,
# V1" +22,2¥ +

. . .

I

what is 2
,
?

V1" = tpnlll . . 1)

To -V'"=L
,

v1?r" + É gift VIII. v14 = ✗
,i --2I Fo

also
, Hiv

"
= To . In III. " 1) ±trn To -111 .

- - 1)

me
so ✗

,

=L
rn

note that this argument does not use any
knowledge of Ito , other than it is a distribution

.



continuing . - .
n

11T¥ - air" 112=11 Elixir
"'LL

=§q?xiÑ by #
i=2

=/ TEL? since Haki}lz .
.
.

c- Halt 111T.lk by *)
1- since Éxi > £4?

it 1=-2

± Halt since Hallie 1141=1
when entries El

Bs

since Halt -so

2
,

- V1 " = tn.lt . . . 1) has to be

the stationary distribution



Reducing Randomness via

Random Walks :

For language L ,
let d- be algorithm sit

.

4) V- ✗ c- L Pr[ d- 1×1--11>-99/100 Usually correct
A's coins

(2) t×¢L pr[ d- 1×1--01=1 away correct
Actins

To get error
< 2-

K

Method # random bits used

1) run K times + output
"

Xctl
"

if see 0 Kr
else output

"

✗ c- L
"

2) Vse pairwise ind random bits Olktr)

3) today ! use random walks to choose bits r +01k)



Plan

• F ( random) string in {0,13h
, assign it

to node in graph G

• picking random n - bit string Hmm
⇒ picking random node in G

$0easier ?

picking several random n -bit strings

⇒ picking several random nodes in G

Hmm
easier ?

$0
picking several strings, one of which is

"

good
"

⇒ picking several nodes
,

one of whichww
is "

good
"

Easier ! ! :*!



The graph G : ← we get to pick G ! ! !

• constant degree d- regular, connected, nonbipartite

• transition matrix P for r.w. on G

has Hal c- to

d- reg ⇒
start dist IT is uniform

• # nodes = 2
"

corresponds to all

possible choices of r

random bits



The Algorithm
# random bits

• Pick random start node w c- {0,15 r

• Repeat K times :

041 ✗ k
w ← random nbr of W

T T

d # loops
run d- 1×1 with was random bits

. is
const

If d-1×1 outputs
"

✗ c-L
"

, output
"

✗ c-i' thalt

else continue

• Output
"

XEL
"

total : rtolk)

Behaiior : claim : error of new algorithm is c- (E) k fork-L

( still 0 error for ✗¢4



G each node labelled

•\•¥ by r-bit string

•T•→
Good strings

•
N.

Bad strings

!÷÷.likely to hit good

1 after 2 steps/ after > steps
Mainfdea

•

• unlikely to pick start location

that is bad after K- steps' after K steps

bad case : walk only on
"bad strings

"
t never reach good strings

why is this possible if G arbitrary ? e.g . line



Proof of claim

XEIL : algorithm heir errs (no bad strings)

✗ c- L :

most random bits say ✗ c- L : 2,9%5

define B :{ w/ d- 1×1 with random bits w

}is incorrect.

i.e. says ✗4L

"
bad w 's

"

1131<-2%0

need 1in
. alg. way of describing walks that

stay in bad set :

define N diagonal matrix

Nw = { 1 if WEB ← incorrect

0 0 . W,
c- correct



3
- Bad w's

N=[ %? )000
,?

000Too 'q

For q any probability dist :

g. N is ??

example :

q=
(EF) N=(
# this

0 - entry
g.N

= (&①zeroed out
the 314

g. N deletes weight that finds

a witness to XEL

✗g.NH , =Prweq[ w is bad]



Can compose :

Hq .PH/z=Prw..qIstwtatq , take astep a land on
"

bad
"]

o

•

)is

11 qlPNHlj-prw.gs/-wtatq , take iskps teach is "bad
"

]

1
ignores whether start node

bad .
this just hurts us,

so ok to ignore .

Lemme FIT IIITPNH
,
Ets 1111-112

First : how do we use lemma ?

answer incorrect only if always see bad w}

⇒ Pr [ incorrect] ± 11 po 1PM
"/Is

± if ftp.IPNIYL
since Hphi-jdomainsize.HN!



←☒ ftp.llast-Y apply lemma

k times
in

since start at uniform

+ Lz norm of uniform

= ftp. -- IF

=/¥1k

Proof of lemma :

let V
,
. . Var be e- vecs of P

tv , is s.t.MY/L--llsoY--lFgr,...,trr))
I

then I=§fiVi

note : 1) 111TH
,
__Ñ by # proved previously

2) V-wllwnlbi-F.ie?EFw.i=11w11a



So :

HITPNH
,
=// ÉdiviPN|L since any IT
it is 1in comb of

basis vectors
= 11¥.ae?.viNlk

2^
Cauchy-a- 1147,4N /Lt /kditir.NL/asnwarz#Gi--2pg-

bound

AO://ditir.NL/a--H4YNlksinceti-i--K1.rE-r.rYsinceri-Hrar,...,'-r.r)
uses that

uniform dist
+ N'- '0¥)

is unlikely = 12,4T¥
to be on

a bad string 4 K¥ since 1¥ 2- too

d- 11¥; since 1111-112--1%17



bound ④ :

I 5

HE hairs.nl/E&...ii1.riHafromnoiei--2
Uses = Xiii"

mixing
"

of his
for i >2 .

£ TÉ④2 Tie YN

These could be
"

heavy
" in bad ± to . 111TH

,areas
,
but won't

stay for long !!

so : HITPNHAE 111T¥ •


