
Lecture

Fourier - based learning algorithms
• learning one Fourier coeff

• the low degree algorithm



Review from last time :

def uniform distribution learning algorithm
for concept class C is algorithm
d- sit

.

• d- given 98>0
access to Ex (f) for f- c- C

- d- outputs h sit
.
with prob 21-8

error 1h) wet
.

f- is c- E

FEE.

Parameters of interest :

• m # samples used by d-
"

sample complexity
"

• E
accuracy parameter

- of confidence parameter

• runtime? hope for polyllogldomainsize) , ¥1s)



• description of h ?

• should it be similar to description
of fetus in C ? "

proper learning
"

• at least should be relatively

compact + efficient to evaluate

in

01kg191



Learningviafouriertepresentation

will look at learning algorithms that

are based on estimating Fourier

representation of fctn f-

(similar to polynomial interpolation)

Approximating one Fourier coefficient :O

temnora for any SEED
,
Can approx

no

fits to within additive 8 queries}needed!lie
. / output - $1s) / c- 8)

with prob 21-8 in Oltalogtg)

samples .

PI
.

Chernoff * $1s)=2Pr✗[flx)=XsH] -1
¥Étis



Can we find any or all heavy coefficients?

there are exponentially many cuffs.
Can use same samples to estimate

each coeff
,

but must union

bound prob of error (error __ bad

approx) on any of them
.

Need Jatin
,
which needs

011pm) samples , but

exponential runtime
.

←
turns out

that queries
help a

lot

What if we
"

know where to look " for

heavy coeffs ?

e.g. all heavy coeffs are in
"low degree

"

caffs ? If so
,

can search !



Fourier Representations Of Important Examples

1) AÑD on TEN

s.t.IT/=k1ifV-ijc-T=Ei,-..ix3ANDlx1--
{ Xij=

- I

- I 0 . W .

f-4) = { 1 if fit -1 Xi= -1 3. ANDover { 0,13
0 O.W.

range
= ( 1- Xi

,
) 11 - Xia! -

ii. 4-Xiii
2-

•

-2 2-

= E "¥Xs
SET

AÑD = 2-11×1-1 = -1 + ¥ ,
+ §, Xs

s±p

Note : all Fourier coeffs containing vars not in T are 0



2) Decision trees

✗3
examples

-1
1- I

fe.IN = "•÷ñ
Xa Xy

-1 + i -

i
+1 few --41¥ .¥ñH¥

-1 X , H X2

hi
- l ti -1 1- I

-1 1- I
-1 -11

12

First consider path functions :

felx)= IT (1É÷T
left or right

itve
←vars visited
on path to leafl

= £41 { (±,j⇒
)
# left turns taken ;ns

=L ! !:*path toe
SEVE



hey exactly one of these is 1

all others are 0 .
'

so f-a) = { felxl.va.lu)
ltleaves of -1

Comment only coeffs corresponding to S st
.

1st c- Max path length have a hope of

being non - zero
.



The low degree algorithm

definition of fetus for which low degree

Fourier coeffs pretty much suffice to describe fctn:

def f :{ 1=13"→R has ✗ Ign) - Fourier concentration

if E $1s)'s E f 0<24
SEEN]
it .

1st >HE,n) Y
for Boolean f, this implies

E Icsi >- l - E
SEEN]
St.

1st ENE,n)

examptes
if f- doesn't dependy fan f which depends on ⇐kvars

} on Xi then all
has E. FIST =o Its) for which its

s st
.

1st > K Satisfy £1s)=o



2) f-- AND on T c- { t.in} has 10g - F. c.

• all $1s) ?_o for 1st >Hi

• if IT / ⇐ log "z then ✓

• if ITI 210g ¥ then :

§( 412=-11-21711-1×1 -tXpkÑ
= µ - £21
> I - E

so { $1512 Ee t f has 0 - F. c.

Stp

idea : can we approximate f

by only considering
low degree Fourier

Coeffs ?



Low degree algorithm

approximates fctns with d=2lqn) Fourier concentration:
-

Given : d degree
Y

accuracy
8 confidence

Algorithm :

• Take m=O(n¥ In ¥ ) samples yard)
of these

• For each S s.t.IS/ Ed :

↳ ← estimate of tyg
←

reuse samples

• let hlxl :{ Cs - Xslxl
lskd

• output sign 1h) as hypothesis



Why does this work ?

Two stages : ↳-L
1) show that f- has low F. c.

,

⇒ Efaw -halt]sma§2) Show that Pr [ flxltsignlhlxll]EE×[(1-1×141×15)
T put

Hamming dist together :
f- has low F.c.

First
"

stage
"

:
⇒ sighnlhlx
is goodThat if f has d±dE,n) - F. c. then approximation
off

h satisfies E×[ ( fix -hlxÑ< Ett
with prob 21-8

PIN each low degree Fourier coeff is well approximated :

claim with prob 21-8 ,tss.t.IS/Ed/Cs-f-lsHEffor8-fEd



Pfofdaim (Chernoff + union bnd)

note
, ta = ¥

Chernoff bnd ⇒

01¥ In if )= 01¥ In "¥ ) samples

yields Pr [ IG - FISH >8) < Ind
union bnd over all ④ s 's⇒

Prl 3- sst
.
Ks - FISH> 8) < 8

•

(2)all low degree Fourier coeffs well approx ⇒ low la error !

Assume V-ss.t.IS/c-d,lCs-fls)Is8:.
define glxl = f- 1×1 - hlx)

Fourier transform linear ⇒ As 81st £1s)-Its)

by defn
,
V-ss.t.IS/sd,hls1=o ⇒ cjlstfls)

Is / Ed
,
Its -_ Cs
⇒ Jls)

-

- $1s) -↳
so gits)%g2



So E [ ( ft) - half] =E[g1×P]
= § §lsT Parserat

= E GIST + E Jls)
'

lsk-dz.gs/s%FbyF.c .

EE

E T + E
B

2nd "

stage
"
:

Thin-2 f :{ 1=13"→{±B
h :{ 1=13

"
→R

then prfflxlt-signlhlHDE.EE/flx)-h1xDT
✗EU


