
6.842 lecture 2 :

The Lora'sz Local Lemma



The Lovoisz Local Lemma

Another way
to

argue that its possible that

"

nothing bad happens "

If A
, Az .

. . An are bad events

how do we know that there is a

positive probability that

nonce occur ?

← Pr[A;] ti ti

if His independent +
"nontrivial

"
:

Pr[ UA;] c- 1- Pratt;]

⇐ I - IT Prltt;)
To

< I



else
,
usual way

: Union Bound

T Pr [ VAI]±EPr[ A;]no assumptions
on Ai's if each Ai occurs with prob =p,
with respect to
independence then need p

- tn to get

interesting bound i.e. PIVA;] < 1

What if Ai's have
"

some

"

independence ?

def . A
"

independent
"

of B
,
Ba . . . Bk if

V- J c- [K] then Pr[ARAB;]
J -1-0 jet

note :
=Pr[A) PRIAB;][K]means{lnk3J. jet

d¥
.

A
,
. . . An events

D= IV. E) with V=[n] is

"

dependency digraph of Ai . An "

if each Ai independent of all Aj that
are not neighbors in D lie

.

all Ajs.t.li,j)dE)



Lovoisz Local Lemma (symmetric version)

A-
i. An events st

. prlAi±p fi
with dependency digraph D sit

.

D

has max degree ⇐ d.

If epcdti) c- 1 then

Pr[ ÑI;] > o
in

v-nibndy.cl#-4
need

Petn only need

p
← ¥+1)

b-



Application

This
.

Given S
,
. . . S.me#lSi1--l

each S
;
intersects at most d- other § 's

previously
maze-1

if e. Lotti) ← 21-1needed

then can 2- color ¥ such that
now no

restriction
on m each Si not monochromatic
but there

is a

restriction
on

"degree
" ie

.

His hypergraph with m edges,
each containing l nodes & each

intersecting Ed other edges

PI color each elt of ¥ red / blue iiduithprobtz
even the proof startsA. =. event thats; Ovtthesam^ is monochromatic

i¥:
p=Pr[A;] -_ 1/21-1
Ai indep of all Aj s.t. Sins; =p

so depends on Ed other Aj



since e.p-ldtd-e.tze-i.dk El
" by assumption

LLL⇒ F 2- coloring
Bs

Comparison :
#edges =m #edges =m

size of edges -1 size of edges -1

m< 2h" each edge intersects

no { with ed others

dependence du 42¥On m



Application 2 : Boolean Formulae

Given CNF formula s.tl vars in each

clause t each var in EK clauses

If e¥ a- 1 there is a satisfying assignment.

How do you find a solution ?

partial history :

Lora's2 1975 nonconstructive deal-1
(no fast algorithm to

find soln)

Beck 1991 randomized algorithm
bit for more restrictive

de 2%000

conditions on parameters
Alon 19991

parallel version dE28
•

°
o

o :



Moser 2009 negligible restrictions d- c- 21
"

c-for SAT
+ most other problems

Moser Tardos

:
0

Moser -Tardos Thin :

Given Sir .SmE¥ ,
St

.

each Si intersects

Id other Sj 's .

If eldti) • CE 2h" then can find 2-coloring
of ¥ sit

.
each Si not monochromatic

in time poly in m;D , -1*1 .



Moser - Tardos Algorithm

d) 2- color all elements of ¥ randomly
Cpr 's, iid)

(2) while not proper 2- coloring of Si's
• pick (arbitrary) monochromatic S;

it randomly reassign colors to

elements of Si

we will do Beck- like algorithm ,
(stronger assumptions, much

slower
,

more complicated algorithm,
hopefully easier to explain ? )



stronger assumptions :

(1) For today , assume I ,d constants

(2)

BEIFIpj.HHI-xlogax-4-xlogali-xl.de/-p=z.2(HtN-l).ledpd-+
' < Ya

(3) Zelda) < 2
"



Algorithm : Given S
,
.
. .SmE¥ Isil -1 tri

First pass :

for each je# pick color red /blue via coin toss

Si is
"
bad " if £21 reds

01 Eal blues

B. ← { Si / Si is bad }

lstpassis successful if all
" connected components

"

Tof B are c- dlogm edge bet
Ajit( if not successful

, retry) AnnAjtp

Second Pass: few sets
so

maybeBrute force each connected component efficient?

(w/o violating their nbrs)



size 2

{bad
connected
component

bad Ln bFÉed component
connected component of size 2

size B good connectedcomponent
can be huge

Some questions :

• why is output legal ? what if changing Si
's int

makes sy¢B monochromatic?

• How many times to repeat pass 12 .

• How fast is pass 2 ?

ltowcouldlhiswo.kz?hhh Nowaythisisfast!Tw
Ei%_; o - o

o e



Why is output legal ?

First pass :

for each je# pick color red /blue via coin toss

Si is
"
bad " if ← Xl reds

01 Eal blues

B. ← { Si / Si is bad}

pass
successful if all

" connected components
"

of bad Sis are Ed logm
( if not successful

, retry)

second Pass : Brute force each connected component

If Si not bad + can nodes in bad nbrs

then Si will still be bichromate after

recoloring .

If Si bad & has 221 nodes in bad nbrs
,

then 721 nodes get recolored

- if recolored randomly , Prfsi
is monochrome]

< 2-2-1-

using LLL
aptn* tassd+< 2×1

'

⇒ solution exists !



How many repetitions of Pass 1 ?

fact for HK)= -Nogi -4-xllogsltx)
t

tsi
,

Pr [Si bad] a- 2. E 1 ? ) / al £2.214k)
- il

iE2n
~

define thisEp to be p
= 2-
cl
for
some
const c

Given dependency digraph G
,

put edge between sits; if {nsjtcf

are independent setif Si
, , 8in . "

) Sim
edges( so Sien sie =P tinie)
" "°

between
them

then Pr [ Si
,

. . . Sim all inB) a- pm
t

since mutually
independent



Firsttry

Show no big component survives:

✗
sizes

Pr[specific big component survives]
✓
size sics

c- Pr [ big independent set in component survived

a- ps
'

Pr [ any big component survives]

I # big components • ps
'

yn

what is a goodbovnd.at# how does s' compare to s ?
if component is clique,(1) ? way too big !! then s

' could be 1
but
,
use degree bound !

Can use degree bound
to improve ! !



Plan : hope to show no big component survives .
if big component C survives

.

can get → then C has a big subtree

good bound
on # bounded degree that survives

subtrees !
then can find / less) big independent

since
→ set in subtree

bounded degree

Well
'

Known fact :

# subtrees of size u in graph of

degree to is ± n•¥u+p(%)
#nodes = n

Ence O)
"

m

much much better than (1)
when D is constant



Given subtree of size u
,

it has indep set of size 21
0+1

why ?
Repeat

each round : I← arbitrary node u in subtree
• I gets biggerb§ remove us all nbrs of u from
• subtree jets subtree
smaller by Until subtree is empty2- 01-1

⇒ # rounds -_ 1-1-1>-1
OH



New try :

show no big component survives:

E [ # of size > s subtrees that survive]
m

± E EE# size i subtrees that survive]
i:S

hiding in

an ↳ ± E # size i subtrees )×Pr[size ; subtree]indicator
argument i :S survives

in
there

c- Em m .@ d)
"

✗ (pd¥)
i=s -

(edpd¥)
"

④
we

assume this is < Ya
m

E E m -

lzi ⇐ m upper
bound on

i=S Is- I expected
£ # offor 5- log 4m E Frm = Yy big

components



By mtlarkov 's =L ; i.e. =\

I

Pr[ # of size > log4m subtrees . >o] < t
,

so Pr[ # components of size - log-1m is > o] < yy

⇒ expected # times to repeat first pass
EY



How fast is Pass 2 ?

# Surviving components :S Ollogm)

#
settings to vars in surviving

components £ 210110g
m)

= mole)

if l is constant : polylm) time * assumption

else
,
re curse on components


