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1 PROBLEM DEFINITION

This problem is concerned with distinguishing functions that are homomorphisms, i.e. satisfying
∀x, y, f(x) + f(y) = f(x + y), from those functions that must be changed on at least ε fraction
of the domain in order to be turned into a homomorphism, given query access to the function.
This problem was initially motivated by applications to testing programs which compute linear
functions [8]. Since Hadamard codes are such that the codewords are exactly the evaluations
of linear functions over boolean variables, a solution to this problem gives a way of distinguishing
codewords of the Hadamard code from those strings that are far in relative Hamming distance from
codewords. These algorithms were in turn used in the constructions of Probabilistically Checkable
Proof Systems (cf. [3]). Further work has extended these techniques to testing other properties of
low degree polynomials and solutions to other addition theorems [3, 9, 24, 25].

Notations For two finite groups G, H (not necessarily Abelian), an arbitrary map f : G → H is
a homomorphism if

∀x, y, f(x)× f(y) = f(x× y).

f is ε-close to a homomorphism if there is some homomorphism g such that g and f differ on at
most ε|G| elements of G, and f is ε-far otherwise.

Given a parameter 0 ≤ ε ≤ 1, and query access to a function f : G → H, a homorphism tester
is an algorithm T which outputs “Pass” if f is a homomorphism, and “Fail” if f is ε-far from a
homomorphism. The homomorphism tester should err with probability at most 1/3 for any f .1

For two finite groups G, H (not necessarily Abelian), an arbitrary map f : G → H, and a
parameter 0 < ε < 1, define δf (the subscript is dropped and this is referred to as δ, when f is
obvious from the context) then the probability of group law failure, by

1− δ = Pr
x,y

[f(x)× f(y) = f(x× y)] .

Define τ such that τ is the minimum ε for which f is ε-close to a homomorphism.

Problem 1. For f, δ as above, is it possible to upper bound τ in terms of a function that depends
on the probability of group law failure δ, but not on the size of the domain |G|?

1The choice of 1/3 is arbitrary. Using standard techniques, any homomorphism tester satisfying 1/3 error proba-
bility can be turned into a homomorphism tester with 0 < β < 1/3 error probability by repeating the original tester
O(log 1

β
) times and taking the majority answer.
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2 KEY RESULTS

Blum, Luby and Rubinfeld [8], considered this question and showed that over cyclic groups, there
is a constant δ0, such that if δ ≤ δ0, then the one can upper bound ε in terms of a function of δ that
is independent of |G|. This yields a homomorphism tester with query complexity that depends
(polynomially) on 1/ε, but is independent of |G|. The final version of [8] contains an improved
argument due to Coppersmith [10], which applies to all Abelian groups, shows that δ0 < 2/9
suffices, and that ε is upper bounded by the smaller root of x(1−x) = δ (yielding a homomorphism
tester with query complexity linear in 1/ε). Furthermore, the bound on δ0 was shown to be tight
for general groups [10].

In [6], a relationship between the probability of group law failure and the closeness to being a
homomorphism was established that applies to general (non-Abelian) groups. For a given δ, let
τ = (3 −

√
9− 24δ)/12 ≤ δ/2 be the smaller root of 3x − 6x2 = δ. In [6] it is shown that for

δ0 < 2/9, then f is τ -close to a homomorphism. The condition on δ, and the bound on τ as a
function of δ, are shown to be tight. The latter improves on the relationship given in [8, 10].

There has been interest in improving various parameters of homomorphism testing results, due
to their use in the construction of Probabilistically Checkable Proof Systems (cf. [3]). In particular,
both the constant δ0 and the number of random bits required by the homomorphism test affect
the efficiency of the proof system and in turn the hardness of approximation results that one can
achieve using the proof system.

The homomorphism testing results can be improved in some cases: It has been previously
mentioned that δ0 < 2/9 is optimal over general Abelian groups [10]. However, using Fourier
techniques, Bellare et. al. [5] have shown that for groups of the form (Z/2)n, δ0 ≤ 45/128 suffices.
For such δ0, ε < δ. Kiwi later provided a similar result based on the discrete Fourier transform and
weight distributions to improve the bound on the dependence of ε on δ [17].

Several works have shown methods of reducing the number of random bits required by the
homomorphism tests. That is, in the natural implementation of the homomorphism test, 2 log |G|
random bits per trial are used to pick x, y. The results of [7, 14, 26, 28, 29] have shown that fewer
random bits are sufficient for implementing the homomorphism tests. In particular, Trevisan [29]
and Samorodnitsky and Trevisan [26] have considered the “amortized query complexity” of testing
homomorphisms, which is a measure that quantifies the trade-off between the query complexity
of the testing algorithm and the probability of accepting the function. Linearity tests with low
amortized query complexity are useful in constructing PCP systems with low amortized query
complexity. A simpler analysis which improves the dependence of the acceptance probability in
terms of the distance of the tested function to the closest linear function is given in [14]. The work
of [28] gives a homomorphism test for general (non-Abelian) groups that uses only (1+o(1)) log2 |G|
random bits. Given a Cayley graph that is an expander with normalized second eigenvalue γ, and
for the analogous definitions of δ, τ , they show that for δ < (1 − γ)/12, τ is upper bounded by
4δ/(1 − γ). Very recently, Samordnitsky and Trevisan [27] have considered a relaxed version of a
homomorphism test which accepts linear functions and rejects functions with low influences.

The case when G is a subset of an infinite group, f is a real-valued function and the oracle
query to f returns a finite precision approximation to f(x) has been considered in [2, 11, 12, 20, 21],
and testers with query complexity that are independent of the domain size have been given (see
[19] for a survey).

A related problem on convolutions of distributions In the following, a seemingly unrelated
question about distributions that are close to their self-convolutions is mentioned: Let A = {ag|g ∈
G} be a distribution on group G. The convolution of distributions A,B is

C = A ∗B, cx =
∑

y,z∈G; yz=x

aybz.
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Let A′ be the self-convolution of A, A ∗ A, i.e. a′x =
∑

y,z∈G;yz=x ayaz. It is known that A = A′

exactly when A is the uniform distribution over a subgroup of G. Suppose it is known that A is
close to A′, can one say anything about A in this case? Suppose dist(A,A′) = 1

2

∑
x∈G |ax−a′x| ≤ ε

for small enough ε. Then [6] show that A must be close to the uniform distribution over a subgroup
of G. More precisely, in [6] it is shown that for a distribution A over a group G, if dist(A,A′) =
1
2

∑
x∈G |ax− a′x| ≤ ε ≤ 0.0273, then there is a subgroup H of G such that dist(A,UH) ≤ 5ε, where

UH is the uniform distribution over H [6]. On the other hand, in [6] there is an example of a
distribution A such that dist(A,A ∗ A) ≈ .1504, but A is not close to uniform on any subgroup of
the domain.

A weaker version of this result, was used to prove a preliminary version of the homomorphism
testing result in [8]. To give a hint of why one might consider the question on convolutions of
distributions when investigating homomorphism testing, consider the distribution Af achieved by
picking x uniformly from G and outputting f(x). It is easy to see that the error probability δ in the
homomorphism test is at least dist(Af , Af ∗Af ). The other, more useful, direction is less obvious.
In [6] it is shown that this question on distributions is “equivalent” in difficulty to homomorphism
testing:

Theorem 1. Let G, H be finite groups. Assume that there is a parameter β0 and function φ such
that the following holds:

For all distributions A over group G, if dist(A ∗ A,A) ≤ β ≤ β0 then A is φ(β)-close
to uniform over a subgroup of G.

Then, for any f : G → H and δ < β0 such that 1− δ = Pr[f(x) ∗ f(y) = f(x ∗ y)], and φ(δ) ≤ 1/2,
it is the case that f is φ(δ)-close to a homomorphism.

3 APPLICATIONS

Self-testing/correcting programs When a program has not been verified and therefore is not
known to be correct on all inputs (or possibly even known to be incorrect on some inputs), [8]
have suggested the following approach: take programs that are known to be correct on most inputs
and apply a simple transformation to produce a program that is correct on every input. This
transformation is referred to as producing a self-corrector. Moreover, for many functions, one can
actually test that the program for f is correct on most inputs, without the aid of another program
for f that has already been verified. Such testers for programs are referred to as self-testers.

The linearity testing problem was initially motivated by applications to constructing self-testers
for programs which purport to compute various linear functions [8]. Such functions include integer,
polynomial, matrix and modular multiplication and division. Once it is verified that a program
agrees on most inputs with a specific linear function, the task of determining whether it agrees with
the correct linear function on most inputs becomes much easier.

Furthermore, for programs purporting to compute linear functions, it is very simple to construct
self-correctors: Assume one is given a program which on input x outputs f(x), such that f agrees on
most inputs with linear function g. Consider the algorithm that picks c log 1/β values y, computes
f(x + y) − f(y) and outputs the value that is seen most often. If f is 1

8 -close to g, then since
both y and x + y are uniformly distributed, it is the case that for at least 3/4 of the choices of y,
g(x + y) = f(x + y) and g(y) = f(y), in which case f(x + y)− f(y) = g(x). Thus it is easy to show
that there is a constant c such that if f is 1

8 -close to a homomorphism g, then for all x, the above
algorithm will output g(x) with probability at least 1− β.

Probabilistically Checkable Proofs An equivalent formulation of the linearity testing prob-
lem is in terms of the query complexity of testing a codeword of a Hadamard code. The results
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mentioned about have been used to construct Probabilistically Checkable Proof systems which can
be verified with very few queries (cf. [3, 13]).

4 OPEN PROBLEMS

It is natural to wonder what other classes of functions have testers whose efficiency is sublinear in
the domain size? There are some partial answers to this question: The field of functional equations
is concerned with the prototypical problem of characterizing the set of functions that satisfy a
given set of properties (or functional equations). For example, the class of functions of the form
f(x) = tanAx are characterized by the functional equation

∀x, y, f(x + y) =
f(x) + f(y)
1− f(x)f(y)

.

D’Alembert’s equation
∀x, y, f(x + y) + f(x− y) = 2f(x)f(y)

characterizes the functions 0, cos Ax, coshAx. Multivariate polynomials of total degree d over Zp

for p > md can be characterized by the equation

∀x̂, ĥ ∈ Zm
p ,

d+1∑
i=0

αif(x̂ + iĥ) = 0,

where αi = (−1)i+1
(
d+1

i

)
. All of the above characterizations are known to yield testers for the

corresponding function families whose query complexity is independent of the domain size (though
for the case of polynomials, there is a polynomial dependence on the total degree d) [9, 24, 25]. A
long series of works have given increasingly efficient to test characterizations of functions that are
low total degree polynomials (cf. [1, 3, 4, 15, 18, 22, 23]).

A second line of questions that remain to be understood regard which codes are such that
strings can be quickly tested to determine whether they are close to a codeword? Some initial work
on this questions is given in [1, 15, 16, 18].

5 EXPERIMENTAL RESULTS

None is reported.

6 DATA SETS

None is reported.

7 URL to CODE

None is reported.

8 CROSS REFERENCES

Decoding Hadamard Codes and Learning Heavy Fourier Coefficients of Boolean Functions. Learn-
ing Heavy Fourier Coefficients over ZN .
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