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Abstract—Since the beginning of the theory of computation,
researchers have been fascinated by the prospect of proving
impossibility results on computing. When and how can we argue
that a task cannot be efficiently solved, no matter what algorithm
we try to use?

In this short article, I will briefly introduce some of the ideas
behind a research program in computational complexity that I
and others have studied, for the last decade. (The accompanying
talk will contain more details.) The program begins with the
observations that:

(a) Computer scientists know a great deal about how to design
efficient algorithms.

(b) However, we do not know how to prove many weak-looking
complexity lower bounds.

It turns out that certain knowledge we have from (a) can be
leveraged to prove complexity lower bounds in a systematic way,
making progress on (b). For example, progress on faster circuit
satisfiability algorithms (even those that barely improve upon
exhaustive search) automatically imply circuit complexity lower
bounds for interesting functions.1

I. INTRODUCTION

The area of computational complexity lower bounds is
chock full of bad news. Not only is “bad news” the goal of
complexity lower bounds (we want to prove that interesting
tasks cannot be solved efficiently) but the desired bad news
has its own bad news: there are substantial collections of
barrier results (such as relativization [1], natural proofs [2],
algebrization [3], and locality [4]) demonstrating broadly how
various methods in complexity theory are not simultaneously
subtle enough and powerful enough to prove theorems along
the lines of P 6= NP (and significantly weaker results). In
short, we cannot prove lower bounds, and we can prove that
we can’t prove lower bounds without significantly new ideas.2

In recent years, some progress in complexity lower bounds
has been made by taking a particular algorithm design view-
point to the lower bound problem. Let A be a “weak” class
of algorithms; we want to prove there are interesting tasks not
solvable by any algorithm in A. The idea is this: if we can
design procedures that can take an arbitrary algorithm A from
A as input, and say something interesting about the behavior

1Supported by NSF grants CCF-1741615 and CCF-1909429.
2There is also a research program (called Geometric Complexity Theory)

which endeavors to show lower bounds for arithmetic computation, pioneered
by Mulmuley and Sohoni [5], [6]. It has had some successes (for example, [7])
but it has also recently been hampered by its own barrier results [8]–[10].

of A, then this procedure can be applied to prove limitations
on the computational ability of algorithms from A.

To get an idea of how this may be possible, let us look
closely at what happens in worst-case algorithm design. Let
D be some domain of inputs and outputs (in computational
complexity these days, it is typical to simply assume that D
is a set of bit strings: either D = {0, 1}n for a fixed n, or
D = {0, 1}?). When we design a worst-case algorithm A for
computing a task T : D → D, we are asserting that a sentence
of the following type is true:

(∀x ∈ D)[A(x) = T (x)]. (1)

If we want to prove that no algorithm A from a set of
algorithms A solves task T , we want to prove a sentence of
the following type:

(∀A ∈ A)(∃xA ∈ D)[A(xA) 6= T (xA)]. (2)

That is, for all algorithms A of type A, there is a “bad
input” xA on which A fails to compute T .

For the moment, let us suppose the existential quantifier
of sentence (2) can be somehow eliminated and/or ignored
(basically, we assume that bad inputs xA are not a problem to
construct). Then, there is a superficial similarity between the
two above sentences:
• (1) universally quantifies over all x in the domain D, and

checks that A computes T on x.
• (2) universally quantifies over all algorithms A from A,

and checks that A does not compute T .
For a closer similarity, suppose the x’s in our domain D are

algorithms from A. Then, these two sentences would have the
same quantifier domains as well. In particular, imagine our task
T is meta-computational, meaning that its domain D consists
of descriptions of algorithms from A, and the task to be solved
analyzes the function computed by the given algorithm from
A. For a trivial example, suppose we fix a function f to lower-
bound, and consider the task Tf which accepts the description
of an algorithm A from A if and only if A does not compute
f . Then, if we managed to prove that

(∀A ∈ A)[Tf (A) accepts] (3)

we would prove that no algorithm in A can compute the
function f . Note that if (3) is true, then there is a trivial algo-
rithm for computing Tf : simply accept every input! However,978-1-6654-4895-6/21/$31.00 ©2021 IEEE



“meta-computational” task Tf is not very useful, in that we
have merely rephrased the lower bound problem: the trivial
algorithm accepting every input “solves” Tf if and only if f
can’t be computed by any algorithm in A. We want to study
other meta-computational tasks, interesting in their own right,
where non-trivial algorithms will provide insight into lower
bounds against A.

II. CIRCUIT LOWER BOUNDS FROM ALGORITHMS

Analyzing non-trivial properties of functions computed by
general Turing machines is generally undecidable, by Rice’s
Theorem [11]. So we have to be careful about what kinds
of meta-computational tasks we will study, in order to hope
for designing a “non-trivial” algorithm. Instead of Turing
machines which can take arbitrarily long inputs, we consider
computational models which can only take a fixed finite
number of inputs. With this switch, many interesting analysis
tasks become decidable (generally falling in the range of NP,
coNP, and other complexity classes).

A canonical example is the Boolean circuit satisfiability
problem. Determining whether a given Turing machine accepts
at least one input string is well-known to be undecidable (in
fact, it is many-one complete for the recursively enumerable
languages). But determining whether a given Boolean circuit
accepts at least one input is NP-complete. For a general
collection of circuits C (think CNFs, or 3CNFs, or formulas,
or fan-in two circuits), we consider the C-SAT problem.

C-SAT: Given a Boolean circuit C of type C, determine
if there is an input x such that C(x) = 1.

We also consider a weaker promise form of the C-SAT
problem.

C-GAP-SAT: Given a circuit C of type C for which
it is promised that either Prx[C(x) = 1] ≥ 1/2 or
Prx[C(x) = 1] = 0, determine which of the two is the
case.

We say that an algorithm “solves” C-GAP-SAT if it always
concludes the correct case for those C that satisfy the promise
(it could have arbitrary behavior on C that do not satisfy it).

The C-GAP-SAT problem is, as far as we know, signifi-
cantly easier than C-SAT. While C-SAT is NP-complete for
essentially all interesting C (including 3CNFs), C-GAP-SAT
can be solved with high probability using randomness, by
simply sampling random inputs x and trying them. Indeed,
assuming lower bounds that we expect to be true, C-GAP-
SAT can be solved in deterministic polynomial time! (This
follows from work of Impagliazzo and Wigderson [12].)

Clearly C-GAP-SAT can be solved by exhaustive search
over all inputs. A host of theorems show that, if we can
design algorithms that barely improve over exhaustive search,
then interesting complexity lower bounds against families of
C circuits follow.

Such implications are interesting, as there are many fas-
cinating open questions about circuit complexity which look
as if they should be easy to resolve, yet they have remain
unanswered for decades. To give one example, it is open
whether every problem in NP can be computed with an infinite
family of linear-size circuits. More precisely, it is possible that
for every problem L in NP (including those with n100-length
witnesses verifiable in n100 time) there is an infinite family of
Boolean circuits {Cn} such that for all n, Cn agrees with L on
all n-bit inputs (Cn(x) = 1 ⇐⇒ x ∈ L for all x ∈ {0, 1}n)
and the number of gates in Cn is at most 100n. This looks
like a ludicrous possibility: how could linear-size circuits be
so powerful? However, we do not know yet how to prove such
non-uniform lower bound results (“non-uniform” referring to
the fact that there can be a completely different circuit for
each input length n). For some intuition about how powerful
non-uniform models can be, note that for every unary (a.k.a.
tally) language L (including undecidable languages!) there is
a circuit family {Cn} computing L in the above sense.

The following theorem is representative of the current state
of the art.

Theorem 2.1 (Informal): For all “typical” circuit classes C,3

If there is an ε > 0 such that C-GAP-SAT on circuits of n
inputs and 2n

ε

size can be decided in O(2n−n
ε

) time, then:
• [13] There are functions in nondeterministic npoly(logn)

time which cannot be computed with poly(n)-size C-
circuit families.

• [14] There is a δ > 0 and there are functions computable
in 2O(n) time with a SAT oracle that cannot be computed
with 2n

δ

-size C-circuit families, not even on infinitely
many input lengths.

Let us emphasize the weakness of the algorithmic hypoth-
esis of Theorem 2.1. It is widely believed that C-GAP-SAT
should be in deterministic poly(S) time, where S is the
circuit size. We are only asking for an algorithm that runs
in O(2n−n

ε

) time on 2n
ε

size circuits, where ε > 0 can
be as tiny as one likes. Moreover, Theorem 2.1 is a special
case of more general theorems: if the running times of the C-
GAP-SAT algorithm can be reduced, then the resulting lower
bounds against C circuits can be improved. One can even
obtain nontrivial results from an algorithm that barely beats
the 2n cost of exhaustive search. Here is one example result:

Theorem 2.2 (cf. [15]): If GAP-SAT can be solved in
O(2n/n10) time on poly(n)-size Boolean circuits of fan-in
two, then there are functions in nondeterministic exponential
time that do not have polynomial-size circuits.

While the algorithmic hypothesis looks extremely plausible
given that a polynomial-time algorithm is believed to exist,
the resulting lower bound consequence of Theorem 2.2 is
a longstanding open problem (see, for example, [16]). As
above, Theorem 2.2 is a special case of a more general set
of connections between C-GAP-SAT algorithms and C circuit
lower bounds [17], [18].

3Here we leave the notion of “typical” undefined, but it is a very minimalist
set of conditions.



We can get stronger lower bounds from algorithms for
the #SAT problem, which count the number of satisfying
assignments to a given circuit.

#C-SAT: Given a Boolean circuit C of type C, output
the number of x such that C(x) = 1.

(In fact, for the results below we do not need an algo-
rithm solving #SAT in its full generality: we only have to
approximate the fraction of satisfying assignments to a circuit
within an additive constant, something which can be done
in randomized polynomial time, and is also believed to be
solvable in deterministic polynomial time.) Stronger lower
bound consequences can be derived from such algorithms,
such as:

Theorem 2.3 (Informal): For a wide variety of circuit classes
C, If there is an ε > 0 such that #C-SAT on circuits of n inputs
and 2n

ε

size can be decided in O(2n−n
ε

) time, then:
• [19], [20] There are decision problems computable in

nondeterministic npoly(logn) time which cannot be com-
puted in the average case with poly(n)-size C-circuit
families.

• [14] There is a δ > 0 and there are decision problems
computable in 2O(n) time with a SAT oracle that cannot
be computed in the average case with 2n

δ

-size C-circuit
families, not even on infinitely many input lengths.

The average-case lower bounds obtainable from #SAT
algorithms in Theorem 2.3 are rather strong. Note that for any
Boolean function f : {0, 1}n → {0, 1} there is always a circuit
C (of O(1) size) such that Prx[f(x) = C(x)] ≥ 1/2: simply
have C output the majority value of f(x) over all inputs x. The
lower bounds implications of Theorem 2.3 say that for certain
decision problems f and large enough input lengths n, there
are no C circuits C achieving Prx∈{0,1}n [f(x) = C(x)] ≥
1/2 + ε(n) for tiny ε(n) � 1/poly(n). In other words, a C
circuit cannot do much better at guessing the value of f(x)
than a trivial circuit.

The best part about such theorems is that their hypotheses
actually hold for some interesting circuit classes C! Presently,
the only way we know how to prove strong lower bounds
against some infamously annoying circuit classes such ACC0,
is to start from an appropriate #SAT algorithm for ACC0

circuits, and apply theorems such as the above.

III. CONCLUSION

This article is only intended to stir the curiosity of the
reader. The talk at LICS will provide more details. If you
cannot wait until then, the survey article [21] touches upon
some of the major points, but is out of date with respect to
the state of the art.
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