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Abstract

In this paper we discuss protocols that allow a user to subscribe to an electronic service, and then
anonymously access the service. That is, neither the service provider nor anyone else knows who ac-
cesses the service at any time, and moreover no one can link two accesses to the same person. On the
other hand, the provider obtains proof that the user is authorized to use the service.

We formally define the problem and discuss the security features these protocols should have. An
important property for a protocol is termination: the access privileges can be used only a fixed number
of times. In this paper, we state and analyze two practical schemes which have this property while
maintaining unconditional anonymity and unlinkability. The protocols also achieve lower storage and
communication requirements than related schemes. In our first protocol, the vendor signs blinded access
tokens, while in the second protocol, the client is given limited signing capabilities to create his own
access tokens. The security analysis of the second protocol includes identifying a new equivalent variant
of the Decisional Diffie-Hellman security assumption, which may be of independent interest.

1 Introduction

The Internet is becoming ubiquitous in our daily lives and with this trend more and more opportunities are
becoming available for gathering essential information or obtaining goods and services online. In many
cases, the premium information and services on a site are restricted to paid subscribers. Unfortunately, it is
extremely easy for the provider to monitor the online activities of a user, and as a result, sensitive information
about the subscriber’s reading habits may be exposed; this extra knowledge can often be exploited to the
severe detriment of the customer.

Consider, for example, the Forrester research or IBM patent server web sites. These sites are heavily
used by many companies. Once you become a registered user, you gain access to a large volume of infor-
mation. On the flip side, it is feasible for Forrester Research and IBM to determine who you are. And even
worse, by examining your reading habits, they may be able to infer your company’s corporate strategy and
the new markets you are considering. Imagine if this information found its way to your competitors. Such
user tracking can also occur when subscribing to newspapers, magazines, stock databases, pay per view
movies, and many other resources. The behavior of users might be aggregated and used in a potentially
malicious manner.

Motivated by these examples, we have undertaken a study ofanonymous subscription protocolswhich
allow a user to purchase a subscription to a service, and then use the service anonymously. That is, nobody,
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not even the provider, knows who accesses the service at any time, and moreover no one can link two
accesses to the same person. On the other hand, the provider is guaranteed that only legitimate users access
the service, and that a user cannot use the service more often than he paid for (for example if a subscription
was good for 30 accesses, then the user cannot make more than 30 accesses to the system).

In addition, we provide a protocol for the more general problem where items can also be returned. This
is called a “rental scheme”, and an important example are site-licenses for software. Here, a company pays
a fixed price and, in exchange, its employees can concurrently use up to a certain number of copies of a
particular software product. Other rental examples are video rentals, or library checkouts.

Conceptual Contributions. We give a detailed definition and analysis of the anonymous subscription
problem. We provide a list of the required sub-protocols and mention the desired security features associated
with anonymous subscriptions. One important feature besides anonymity and unlinkability istermination.
Subscription protocols given in the literature often do not have a mechanism to limit the number of accesses
to a subscription [SSG97, SPH99]. This feature, however, is useful in many practical applications.

Technical Contributions. In this paper, we give two protocols for unconditionally anonymous subscription
that include such an implicit termination mechanism, and are efficient in terms of storage and communica-
tion complexity.

The first protocol, called thebit counting scheme, uses blind signatures [Cha83] to achieve anonymity.
In this scheme, the user keeps track of the remaining subscription length, and shows only part of that infor-
mation to the supplier when accessing the service. We show that the supplier learns only an insignificant
amount of information about the customer, and can link two transactions with only a negligible probability.
In this scheme, the initial subscription length can be set to an arbitrary value, and we can modify the protocol
to support rental schemes where items can be returned.

The second protocol is based onclient created tokens.Here the user is given limited signing capabilities
and can create a pre-defined number of access tokens. We instantiate the protocol by making several crucial
modifications to a known group signature scheme [CS97]. Group signature schemes usually involve a trusted
party who can revoke anonymity, and thus offer only conditional anonymity. The challenge lies in removing
the revocation authority and in making the signatures deterministic to detect multiple spending without
compromising the other security features. Since our subscription scheme has a different trust model than
group signature schemes, we need an additional security analysis. To prove that our scheme remains secure
we introduce thePromised Decisional Diffie-Hellmanassumption, which may be of independent interest.
We prove that it is computationally equivalent to the well-knownDecisional Diffie-Hellmanassumption. In
this second protocol, the subscription length is the same for every subscriber, and it cannot easily be used for
rental schemes. Its communication complexity and storage overhead are even better than for the bit counting
scheme.

Outline of Paper. The remainder of this paper is structured as follows. In section 2, we formally define
the anonymous subscription problem, and discuss in more detail the properties that we demand of these
schemes. We discuss related work in section 3. In sections 4 and 5 we present and analyze our two new
protocols for anonymous subscription services. Finally, we give a concluding discussion and state open
research problems in section 6.
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2 Problem Specification

2.1 Protocols

Three main parties are involved in an anonymous subscription scheme: the customerC, who wants to access
the system; the vendorV, who sells the subscription, or in general grants access privileges; and the supplier
S, who actually delivers the goods to the customerC. In many practical instances, the vendor and supplier
might be the same person, though they need not be.

Apart from an initial setup mechanism, there are two main protocols in a subscription scheme:

Open Account / Subscribe: First, C andV agree on a duratioǹof the subscription. Following this, the
customerC sends the payment and a proof of identity toV. The vendorV then sends an authorization
certificate toC. This certificate will allowC to access the system at most` times.

Receive Item: The customerC computes an access token from his authorization certificate, and sends it to
S. If the token is valid, and has not been used before,Ssends the requested item and a new certificate
to C. The customer then incorporates this new certificate into his current authorization certificate so it
can be used for the next transaction.

In some circumstances it might be desirable to have additional protocols for the early termination of the
service (by the vendor or the customer). In the case of rental scheme, we also need a protocol that allows
the client to return an item.

2.2 Properties

There are clearly many ways to instantiate the above procedures to obtain a system for handling subscrip-
tions. But it becomes considerably harder when we impose additional constraints on security, memory,
computation and bandwidth. We now discuss the properties these schemes should have in order to be in-
teresting or useful in practice. We assume that all schemes are correct; i.e. that if all parties follow the
protocols, the user is able to obtain exactly the specified number of items.

Security properties

1. Anonymity. No one can determine a customer’s identity when the customer accesses the system.

2. Unlinkability. No one can determine whether two accesses belong to the same customer.

3. Unforgeability. A customer cannot forge tokens to obtain more than the specified number of items.

4. Coalition-Resistance. Even if several customers collude (by sharing their tokens/secret keys etc.)
they cannot obtain more items than they paid for as a group. I.e., it is infeasible to forge new tokens
based on the combined information of several people.

System properties

1. Termination / Limited Access. The number of item transactions is limited. That is, the user is
allowed to access the system only a specified number of times, or during specific time frames (or a
combination of both). After that his access privileges (implicitly, i.e. without any communication
between the parties) terminate.

2. Unshareable. It should be highly inconvenient to share a single subscription among two or more
customers.

3. Early Termination. A user can terminate the service at any time, and obtain a refund for the unused
part of the subscription.
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Performance

1. Storage Requirements. How much information customer and supplier have to store to make the
protocol possible.

2. Communication complexity. Refers to the amount of data exchanged during a transaction (ignoring
the transmitted item itself). This is usually measured in terms ofn (the number of users in the system),
andk (the security parameter, i.e. public/private key size). We distinguish between the first transaction
(to open an account), and later transactions to obtain items.

3. Time complexity. Time it takes to perform computations for customer and supplier.

3 Related Work

There are three main approaches to anonymous subscription (or similar) problems in the literature (see also
Table 1 on page 18).

Unlinkable Tokens. The first approach is to use unlinkable tokens for accessing the service. For example,
using a digital cash scheme [Cha83], the user can receive` dollars from the vendor, and spend one dollar
each time the service is accessed. The problem with this direct approach is that the storage requirements
for the user are proportional to the subscription length, and the subscription is easily sharable among many
users.

These problems were overcome by [SSG97]. Here a user receives only one blinded token when he opens
an account. During the transaction phase, the user hands in his current token, and receives another blinded
token for the next transaction. The supplier remembers all the tokens he has seen to prevent double-spending.
In this scheme, however, the subscription length can not be bounded.

Brands [Bra00] proposed a scheme based on limited-show certificates. These certificates encode the
owner’s identity, and are designed so that the owner’s identity is revealed if the certificates are used more
than a certain number of times. The drawbacks of this scheme are the same as for e-cash, and additionally
transactions are linkable.

Group signatures. Group signature schemes [CvH91, CS97, ACJT00] can be used for subscription ser-
vices, where subscribing to a service corresponds to joining a group. The right to access a service is proven
by signing a given message on behalf of the group. Such an application of group signatures to the subscrip-
tion problem was recently studied in [NHS99].

The main problem with the application of group signatures in general (and also in [NHS99]) is the fact
that the group manager (or a designated revocation authority) is able to revoke the anonymity of a client.
Moreover, since the schemes are randomized and unlinkable, there is no effective way of limiting the length
of a subscription without recovering the identity of users. It is non-trivial to derandomize these schemes and
make them unconditionally anonymous, so that no one, not even the revocation authority, can link accesses.

Commonly Verifiable Secrets.The protocol described in [SPH99] uses a broadcast public-key encryption
mechanism based on adeterministicencryption scheme such as RSA. The vendor encrypts a common secret
valuex under the public keys of all subscribers and gives the concatenated encryptions to the user. In order
for a user to authenticate himself, he must tell the vendor whatx is. This scheme has an unreasonable
bandwidth requirement, as every authentication requires a transmission whose size is linear in the number
of subscribers. Moreover, the subscription length is not bounded.

We also mention two other protocols, which are not subscription schemes per se, but can be used in
conjunction with subscription schemes to obtain additional security properties.
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Identity Escrow. Escrowed identity schemes, which were first formally studied in [KP98], allow a user to
authenticate himself anonymously and unlinkably. There is, however, a trusted third party who, together
with the vendor, can revoke the user’s anonymity should that become necessary. We could incorporate
identity escrow into our schemes to implement an anonymity revocation protocol.

Private Information Retrieval (PIR). PIR schemes, which were first formally studied in [CGKS95], con-
sist of two parties: a user and a database. The database possesses a secret stringB = b1b2 . . .bn, and the
user has a secret indexi between 1 andn. The two engage in a protocol during which the user learnsbi

in a communication-efficient way while the database learns nothing abouti. This can be combined with
anonymous subscription schemes so that the supplier knows neither who accessed the service nor what was
accessed.

4 Bit counting scheme

Our first protocol for anonymous subscriptions is thebit countingscheme. In this scheme, the user stores
a number of anonymous tokens which encode the binary representation of the remaining length of his sub-
scription. When accessing the service, he does not transmit all tokens, but just a subset that allows the
supplier to verify that the subscription has not ended yet, and to decrease the counter by one by sending new
tokens to the customer. The supplier keeps track of all spent tokens to prohibit double spending. In this
scheme, the initial subscription length can be set to an arbitrary number, and since it is easy to increase the
counter in a similar manner, the scheme can also be used for rental schemes.

4.1 Description of Protocol

System Setup.When setting up the protocol, the vendor establishes the longest possible subscription dura-
tion. More precisely, he fixes a numberm such thatT := 2m−1 will be the maximum subscription length
(or maximum number of items to rent, if it is a rental scheme). He then chooses 2m public/secret-key pairs.
We name the keys pairst1, t2, . . . , tm and f1, f2, . . . , fm. Note that the signature scheme must support blinded
signatures, as we will use these crucially in the following.

Open account / Subscribe.When a customer begins a subscription that lasts for` items, he sends the
vendorm blinded tokens. The vendor signs these tokens as follows: for alli ∈ {1, . . . ,m}, he signs thei-th
token using keyti if the i-th bit in the binary representation of` is 1, and using keyfi if the bit is 0. The
signed tokens are then returned to the customer.

During the execution of the protocol, the customer will always be in possession ofmsigned tokens. The
number̀ of items left in the subscription will be encoded by which keys have been used to sign the tokens.
The customer will have one token signed with eithert1 or f1, depending on whether the lowest order bit of`
is 1 or 0, respectively. He will have one token signed witht2 or f2 depending on whether the second lowest
order bit is 1 or 0, and so on. This immediately implies that the customer has a token signed with someti if
and only if the subscription has not yet terminated.

Receive item.When requesting an item, the customer first determines the lowesti such that he has a token
signed withti . He then sendsi tokens to the supplier: the ones signed withf1, f2, . . . , fi−1, ti . In addition,
he sends the supplieri new blinded tokens. The supplier checks that the signatures on the firsti tokens are
valid, and that these tokens have not been used before. If these requirements are met, he sends the item to
the customer. Also, he signs thei new tokens using keyst1, t2, . . . , ti−1, fi , and sends them to the customer.
Note that after this round, the number of items left for the customer to receive, as encoded by the tokens he
has, has decreased exactly by one.
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Return item. In a rental scheme, if the customer wishes to return an item, he finds the smallesti for which
he has a token signed with keyfi , and sends thei tokens signed with keyst1, t2, . . . , ti−1, fi andi new blinded
tokens to the supplier. The supplier checks validity as above, and signs the new tokens with keysf1, f2, . . . ,
fi−1, ti , and sends them to the customer. This corresponds to increasing the encoded subscription length`
by one.

4.2 Performance Analysis

On average, the customer transmits two tokens per item request (1/2 of the transactions involve one token,
1/4 involve two, 1/8 involve three, and so on; so the average number of transmitted tokens is at most
∑∞

i=1 i/2i = 2). Thus, the communication complexity is optimal: it is amortizedO(k), wherek is the security
parameter.

The storage complexity on the customer side isO(k log`), since we always have to keep log` signed
tokens around. This is not quite optimal, but usually log` is small, and therefore this is almostO(k) in
practice.

The supplier’s storage requirements are evidently greater, since he has to store all tokens that have been
cashed in so far. To avoid that this number becomes too large, vendor and supplier should change their keys
at regular intervals. There will obviously be a transition period in which tokens signed with the old keys are
still accepted, but only tokens signed with the new keys will be returned.

If all 2m keys are expired at regular intervals, say after the average completion time of a subscription,
then the server will have to storeO(n`) tokens. If key expiry should be kept at a minimum, for example
because the associated broadcast of the new keys is very expensive, then the following observation is helpful.
Since half of the stored tokens will be tokens signed witht1 or f1, 1/4 are signed witht2 or f2, 1/8 with t3 or
f3, and so on, the storage per key-pairti , fi can be kept constant as follows. We expire keyst1 and f1 twice
as often ast2 and f2, and these in turn twice as often ast3 and f3, and so on. Then, on average, we expire
four keys at a time.

4.3 Security Analysis

For the following analysis we make two assumptions, which can reasonably be expected to hold in practice.
First, we assume that the number of subscribersn is much greater than the maximum subscription length
T = 2m− 1. Second, we assume that on average the users have the same total subscription length, and
access the service with the same frequency. This implies that at every given point in time, there will be a
similar number of users that have each possible remaining subscription length. In other words, the number
of remaining issues for a user is equally likely to be any number between 1 and the maximal length.

Single Tokens. During a transaction, the supplier learns two things. First, he sees the tokens used in the
transactions, and second, he knows how many tokens were transmitted. We claim that the supplier learns
nothing from the tokens themselves, and only very little from the number of tokens.

Claim 4.1 The supplier learns no information from seeing individual tokens.

This is true because the tokens were chosen at random by the subscriber, so contain no information
linking them to each other or to the user. Moreover, since the tokens were signed blindly, the supplier
cannot link the signing process to seeing the unblinded tokens in a transaction. Thus, he does not learn any
information from seeing the tokens.
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Anonymity. If a transaction containst tokens, the supplier learns that the number of issues left in that
customers subscription is equal to 2t−1 modulo 2t . This, however, is true forn/2t of all users, since the
subscription lengths are uniformly distributed. This leads to the following fact.

Claim 4.2 If a transaction contains t tokens, then the supplier on average learns t bits of information about
the user; i.e., if there are n subscribers, the user is only known to belong to a certain subset of n/2t users.

Note that on average, the user transmits only two tokens, so can be linked only to a group of size at
leastn/4, an acceptable security risk. Even in the worst case, being known to belong to a subset ofn/T
subscribers is not that problematic, sincen� T. And in general, the supplier might not even be able to
determine the sets of subscribers with similar numbers of remaining issues, since the accesses to the service
are too random. This only adds to the security of the scheme.

Linkability. We now analyze the probability that the supplier is able to determine that two different trans-
actions belong to the same person. We define thislinkability probabilityas follows.

Definition 4.3 (Linkability Probability) Let A be any family of non-deterministic circuits. We perform the
following experiment:

• Choose at random a sufficiently long legal sequence of transactionsσ = 〈T1,T2, . . . ,Tq〉.
• Pick a random i←{1,2, . . . ,q}.
• Let j ← A(σ, i).

The success probability of A is pA := Pr[ i 6= j ∧ transactions i and j were done by the same user], where
the probability is taken over all random choices. The linkability probability of the scheme ismaxA pA. �

This intuitively corresponds to the following scenario: The supplier detects an interesting transaction
(Ti), and wants to know more about the behavior of that particular user. What is the probability that he will
find another transaction (Tj ) of the same user?

If the access behaviors of all users are the same, then the linkability probability is 1/n, achieved by
randomly guessing the second transactionTj . On the other hand, if the remaining number of subscriptions
were transmitted every time, the linkability probability would increase to(2m−1)/n. We will now prove
that for the bit counting scheme, the linkability probability is much smaller than that worst case.

Lemma 4.4 The linkability probability for the bit counting scheme is at most m/n.

Proof: Let transactionTi consist oft tokens. Based on this information, the supplier only learns that the
corresponding user belongs to a certain group of sizen/2t (see Claim 4.2). Since, based on all available
information, the supplier cannot distinguish between these users, the best he can hope for is to find a second
transactionTj for some user from this group. Assuming similar access patterns, any user of the group is re-
sponsible for that transaction with the same probability 1/(n/2t). This is therefore the linkability probability
if Ti consists oft tokens.

But transactionTi is chosen at random. Since a fraction of about 1/2t of all transactions involvet tokens,
the total linkability probability for the bit counting scheme is at most

m

∑
t=1

1
2t

1
n/2t =

m
n

=
logT

n
. �
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Other properties. The scheme also achieves coalition-resistance, since every token signed with keyti is
‘worth’ exactly 2i−1 items: even if users share tokens, they do not increase the total number of items they
will receive. Other properties are unforgeability and unshareability (the lowest order bit token essentially
plays the role of the token in [SSG97]; there is no easy way to share this token, since it has to be handed
in at every transaction). Finally, the scheme also supports early termination, since the user can transmit
all remaining tokens, which proves the number of items that he has not received; he therefore can obtain a
refund for exactly this number of items.

4.4 Improving the Security and Application to Rental Schemes

A simple enhancement can even further improve the unlinkability properties of the bit counting scheme.
Suppose a user maintains not one, but two counters. When initially subscribing to the service their values
are chosen at random, such that they add up to the total subscription length. Every time the service is
accessed, the user randomly chooses one of the two counters and uses this counter for the transaction. Now
if a transaction consists oft tokens, the supplier doesnot learn that the remaining subscription length is
equal to 2t−1 modulo 2t , since he has no information about the other counter. It is clear that this change
improves the security of the scheme. We omit a full analysis due to space restrictions.

As mentioned earlier, the bit counting scheme can be extended to handle anonymous rental schemes. In
these schemes, items can be returned as well as received by the client, using the protocols stated in section
4.1. To prevent a user from returning more items than he has actually rented (e.g. by returning another
user’s items), each user should keep two counters, one keeping track of the items that the user can still rent
(initially `), the other recording the number of items that the user currently has rented (initially 0). Renting
and returning an item then corresponds to increasing one of the counters, and decreasing the other.

This rental protocol is most appropriate if there is no need for the user to return an item after a certain
time, because due to the anonymity there is no way to tell who rented a particular over-due item. But for
example with software licenses (which can be checked out or checked in by the users), this problem is not
present, since there is no need to return a license as long as it is in use.

5 Client Created Token Scheme

In this section, we describe a scheme in which the clients have limited signing capabilities and can create
their own tokens. The scheme still maintains the necessary security properties.

5.1 Description of Protocol

Informally, our scheme works as follows. The vendor sets up a “subscriber group,” that the clients can join
at any time. When a client joins, he is given the ability to sign messages on behalf of the group, but in such
a way that the signatures are anonymous, unlinkable, and yet hard to forge by anyone else including the
vendor and other members of the subscriber group.

To access the service, the client deterministically signs a messageM from a set of̀ messages published
by the vendor. The supplier keeps track of all signed messages he has seen, and therefore the number of
accesses by each user is limited to the number of messages`. The supplier only needs a single verification
key to check that any given client is indeed a subscriber. This key stays the same throughout the life of the
protocol, and is independent of the group size.

We can impose additional restrictions on the subscription, such as limiting access to only once per day.
For every time interval in which we want to allow at most`′ accesses, we provide a new set of`′ messages,
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and require that a customer signs one of these messages to access the service during this time interval. This
time interval could be a single day (with, for example,`′ = 1) or unlimited (to bound the total number of
accesses to the service).

We can instantiate our scheme by making several crucial modifications to the group signature scheme
of [CS97].1 Group signatures, by definition, have a group manager who can revoke anonymity, which we
do not want. Also, many group signature schemes are randomized. Thus the challenge lies in removing the
revocation capabilities of the group manager and making the signatures deterministic so we can easily detect
overspending. The security analysis is more complex than a simple reduction from the original scheme since
we have to prove that even the group manager is unable to identify or link members.

5.2 High Level Description of the Modifications

We now discuss the modifications we make to [CS97]. First, we incorporate a blind RSA signature [Cha83]
into the process by which the customer opens an account with the vendor. As a result, it is infeasible for the
vendor to determine the customer’s identity.

Second, we use an additional random oracleH2 to derandomize the signatures (see [BR93] for a dis-
cussion on the random oracle model). This oracle is applied to the messageM to generate the random bits
needed for signing that message. This oracle derandomizes the [CS97] scheme; thus if a customer signs the
same message twice, then the resulting signatures will be identical. This prevents the user from using the
same message for two different accesses. This change does not compromise the overall security analysis of
[CS97], since it was already based on the random oracle model. Of course, whether a scheme in the random
oracle model can be instantiated securely, with an actual polynomial time computable function instead of
the random oracle, is uncertain [CGH98].

Our techniques are fairly general, and could possibly be modified to work with other group signature
schemes as well. Before going into details, we discusssignatures of knowledge.

5.3 Signatures of Knowledge

The signature of knowledge was the basic building block of the Camenisch and Stadler [CS97] group sig-
nature scheme. It is a construct by which a signer can use knowledge of some secret information in order to
digitally sign a message via a non-interactive zero-knowledge proof. It can also be used to prove knowledge
of a particular secret.

Signatures of knowledge are based on three-move zero-knowledge protocols which are made non-
interactive via the use of a random oracleH , as in the well-known Fiat-Shamir heuristic [FS87]. All the
signatures of knowledge proposed by [CS97] can be proved secure in the random oracle model [BR93] and
their interactive versions are zero knowledge.

In the following, G = 〈g〉 is a group generated byg. We letc[i] denote thei-th leftmost bit of a bit-
stringc, and we letHk denote thek least significant bits of the output ofH . We first consider a signature
of knowledge of the discrete logarithm of a giveny ∈ G to a given baseg (〈g〉 = G). This signature of
knowledge was originally derived from the Schnorr Signature scheme [Sch90].

Definition 5.1 A (k+1)-tuple(c,s1, . . . ,sk) ∈ {0,1}k×Zk
n satisfying c= Hk(m,y,g,gs1yc[1], . . . ,gskyc[k]) is a

signature of knowledge of the discrete logarithm of y∈ G to the base g on a message m, with respect to
security parameter k, denoted SKLOGk[α | y = gα](m). �

1Actually, we modify a more secure variant of [CS97] as suggested by [AT99].
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In general we use Greek letters to represent values whose knowledge will be proven by the signer, and
Roman letters to denote values that are known to both the signer and the user. If the signer knows the
discrete logarithm ofy to the baseg, he can easily generate the signature. If he does not then it is infeasible
for him to construct thek+1 tuple(c,s1, . . . ,sk) satisfying the above equation. We can think of the above
definition as an interactive protocol in which thec[i]’s represent challenges and the hash functionH serves
to remove the interaction. If the prover knowsx such thatx = loggy, he computesr1, r2, . . . , rk ∈R Zn, plugs
m,y,g,gr1,gr2, . . . ,grk into hash functionH to obtain the random challengec, and obtainss1,s2, . . . ,sk by
settingsi = r i−c[i]x (mod n).

We now present two other signatures of knowledge. These signatures of knowledge are based on the
double discrete logarithm problem, and the root of the discrete logarithm problem respectively. Details can
be found in [CS97].

Definition 5.2 A signature of knowledge of a double discrete logarithm of y to the bases g and a, on message
m, with security parameter k, denoted SKLOGLOGk[α | y = g(aα)](m), is a (k+ 1)-tuple (c,s1, . . . ,sk) ∈
{0,1}k×Zk satisfying the equation:

c = Hk(m,y,g,a,P1, . . . ,Pk), where Pi =
{

g(asi ) if c[i] = 0
y(asi ) otherwise �

Definition 5.3 A signature of knowledge of an e-th root of the discrete logarithm of y to the base g, on mes-
sage m, denoted SKROOTLOGl [α | y = g(αe)](m), is a(k+1)-tuple(c,s1, . . . ,sk) ∈ {0,1}k×Z∗nk satisfying
the following equation:

c = Hk(m,y,g,e,P1, . . . ,Pk), where Pi =
{

g(se
i ) if c[i] = 0

y(se
i ) otherwise �

Having discussed the necessary building blocks, we now give our construction.

5.4 The Protocol

System Setup.The Vendor generates an RSA modulusn= pqand public keye, a cyclic groupG generated
by an elementg of ordern, and an elementa∈ Z∗n of large multiplicative order modulop andq. In addition,
he selects a boundλ on the size of the customers’ authentication keys. Finally, he selects a random value
δ ∈ Z∗n. His public key is(n,e,G,g,a,λ). Next, the vendor publishes a list of messages{M1, . . . ,M`} where
` is the length of the subscription. We implicitly assume the existence of a public-key infrastructure, and a
certificate authority so that the message list can be signed, and the group public key may be validated.

Open Account / Subscribe.

1. With the help of the vendorV, the customerC chooses arandomsecret keyx in the following manner.

(a) The customer chooses a random value ˆx between 0 and 2λ−1, and computes ˆz= gax̂
. He sends

this value to the vendor.

(b) The vendor computes a random valueγ between 0 and 2λ−1 and sends this value to the cus-
tomer.

(c) If x̂+ γ is between 0 and 2λ−1, then the customer makesx = x̂+ γ his secret key. OtherwiseC
andV repeat the process.
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The customerC computesy = ax (mod n) andz= g(ax). He sendsz to V, and proves in zero knowl-
edge that he knowsx. In addition, he must prove that 0≤ x≤ 2λ−1. This task can be accomplished
via techniques from [CM98] or [CFT98] (or one can execute a more expensive cut and choose proto-
col).

2. V checks thatz= ẑaγ
and thatC’s zero-knowledge proofs are correct.

3. ThenC obtains ablind RSA signature ony+δ as follows. First,C chooses a valuer at random from
Z∗n, and computesm= (y+ δ) · re modn, and he sends this value toV. Next,V computes ˆv = m1/e,
and send this back toC, who computesv = v̂/r. Note thatv = (y+δ)1/e (mod n).

Receive Item.

1. The customer chooses an indexi (that he has not used before), and computesr = H2(Mi). Next, C
computes ˜g = gr andz̃= g̃y. He then computes:

• V1 = SKLOGLOG[α|z̃= g̃aα
](Mi)

• V2 = SKROOTLOG[β|z̃g̃δ = g̃βe
](Mi).

Finally, he sends ˜g = gr , z̃, V1, andV2 to the supplierS.

2. If the signatures of knowledge are valid, and the signature has not been used before, thenS sends the
requested item toC.

5.5 Performance Analysis

This scheme performs very well with respect to communication complexity and storage requirements. In
particular, the communication complexity (both for the account opening and for transactions) is linear in the
security parameter; it is thusindependentof the the number of subscribers and the subscription length`.
Similar to the bit counting scheme, the supplier has to store all previously used signatures, which can be up
to O(n`) signatures. This can be alleviated by keeping subscriptions short, and selling a customer several
small subscriptions instead of one big subscription.

The user storage complexity isO(k) for the key, andO(`) to remember which of thè messages were
already signed. This could be reduced toO(k+ log`) if the customer uses a pseudo-random permutation
[GGM84, LR88] to determine the order in which he signs messages.

5.6 Security Analysis

We now analyze the security of the client created token scheme. Even though the protocol is constructed by
making only a few changes to the original signature scheme of [CS97], the security analysis turns out to be
significantly more complex. The original [CS97] scheme was based on the difficulty of the Schnorr [Sch90]
and RSA [RSA78] signature schemes, the intractability of deciding whether two discrete logarithms are
equal (which was used in the construction of undeniable signatures [CvA89]), and the additional assumption
that computing membership certificates is hard (which was also used in [KP98, LR98]).

In addition to these previous assumptions, our new scheme also relies on an additional assumption
which we call thePromised Decisional Diffie-Hellmanassumption. It turns out that this assumption is
computationally equivalent to the well-knownDecisional Diffie-Hellmanassumption. We discuss these
assumptions in more detail.
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5.6.1 Regular and Promised Decisional Diffie-Hellman Assumptions

This regular Decisional Diffie-Hellman (DDH) assumption has been used repeatedly in the literature (see
[Bon98] for an overview).

Assumption 5.4 (Decisional Diffie-Hellman)Let g be a generator for a cyclic group G of sufficiently large
order n. Then consider a poly-time bounded adversary who takes as input a tuple(g,gx,gy,gz) where either
z is chosen randomly or z= xy. This adversary will be unable to distinguish between the two cases with
probability non-negligibly better than1/2.

In this paper we introduce thePromised Decisional Diffie-Hellman(PDDH) assumption and show that it is
computationally equivalent to the original Decisional Diffie-Hellman assumption.

Assumption 5.5 (Promised Decisional Diffie-Hellman)Let g be a generator for a cyclic group G of suf-
ficiently large order n. Let P≥ 2 be a constant. Consider a poly-time bounded adversary who is given
an input of the form(gy1,gy2, . . . ,gyP,gr ,gry j ) where j is a secret random number between 1 and P. This
adversary will be unable to determine j with probability non-negligibly better than by randomly guessing.

Consider the case ofP = 2. The adversary is given an input of the form(gy1,gy2,gr ,gry j ). In DDH the
adversary would be given an input of the form(gy1,gr ,gs), and asked ifs is a random value or ifs= ry1. In
this sense PDDH appears easier since the adversary ispromisedthat if s 6= ry1 then it must be the case that
s= ry2. If he can determine whether or noty j is equal toy1 with probability non-negligibly better than 1/2,
then he will have succeeded in breaking this assumption. So, if can find an adversary capable of breaking
DDH, then it can easily be converted to one that breaks PDDH. We show that the converse holds as well.
That is if there is an adversary who can break PDDH, then we can construct an adversary who breaks DDH.

Theorem 5.6 There exists a poly-time bounded adversaryA that can breakPDDH if and only if there exists
a poly-time bounded adversaryA ′ that breaksDDH.

Proof: See Appendix A.

5.6.2 Security Claims and Proofs for the Client Created Token Scheme

We now state and prove various security claims for our scheme.

Claim 5.7 (Unforgeability) It is computationally infeasible for non-subscribers to access the service.

Sketch of Proof: If an illegitimate subscriber accessed the service, it would constitute an existential forgery
on the [CS97] signature scheme, which is believed to be intractable.

We remark that although illegitimate use of the service would result in solving the seemingly intractable
problem of forging signatures in the [CS97] scheme, the converse is not true. In particular, since our sub-
scription scheme involves signing particular messages, and since the “random” bits used in our scheme are
generated by applying a hash function to the message, an existential forgery on [CS97] may not break our
scheme.

Claim 5.8 (Anonymity) It is computationally infeasible for the vendor to determine the identity of sub-
scribers when they access the service.
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Sketch of Proof: We sketch the case when only two clients subscribe to the service. The general case can be
handled similarly. Suppose the vendor receives the valuesgy1 andgy2 from these two group member when
they respectively join. He also receives various non-interactive zero-knowledge proofs from these members.
However, since these proofs are zero knowledge, the vendor can generate them himself, so we can ignore
them without loss of generality. Now, when a client accesses the service, he gives a signature consisting
of gr ,gryi and two non-interactive zero-knowledge proofs. Again, we can ignore these. Thus, the vendor
only “sees” the four-tuple (gy1,gy2,gr ,gryi ), and he must determine whetheri = 1 or 2. Moreover, under
the random oracle assumption, the valuer is chosen uniformly at random fromZn. This is an instance of
PDDH which we have shown to be intractable assuming DDH is.

Claim 5.9 (Unlinkability) It is computationally infeasible for the vendor to determine whether two distinct
accesses were made by the same subscriber with probability non-negligibly better than 1/2.

Sketch of Proof: For simplicity, we sketch the case when only two clients subscribe to the service. The
vendor will receive the valuesgy1 and gy2 from these two clients. Suppose the vendor sees two signa-
tures generated from accesses to the services. These signatures will contain the information(gr1,gyi r1) and
(gr2,gy j r2), wherei, j ∈ {1,2}. Under the random oracle assumption, ther i are uniformly distributed over
Zn. Again, we can ignore the various non-interactive zero-knowledge proofs that the vendor sees. As a
result, the vendor has only seen a tuple of the form(gy1,gy2,gr1,gr2,gr1yi ,gr2y j ) and he must determine if the
two accesses were made by the same subscriber (i.e.i = j). If he can determine the answer with probability
1/2+ ε then we claim he can break PDDH with the same probability.

Suppose that we have an instance of PDDH:(gx1,gx2,gr ,gxi r). We can reduce it to the linkability prob-
lem as follows. Pick a valuer ′ ∈R Zn, and form the tuple(gx1,gx2,gr ,gr ′ ,gxi r ,gx1r ′) and give these to the
vendor. Now, if the vendor returns that these accesses are made the by same person, theni = 1 with prob-
ability 1/2+ ε. Otherwise,i = 2 with the same probability. This gives us a method of breaking PDDH,
which we showed to be intractable assuming DDH is.

Corollary 5.10 (Linkability Probability) The linkability probability (definition 4.3) is at most negligibly
greater than1/n for poly-time bounded adversaries.

Other Properties. We remark that if it were possible for a number of legitimate subscribers to collude and
create signatures based on some combination of their secret signing keys in our scheme then the modification
by [AT99] to the scheme of [CS97] would also be vulnerable to these same collusion attacks. Also, the
scheme allows for early termination: the client simply signs any remaining messages and sends them to the
vendor. This provides a proof of the number of unused items for which the client can get a partial refund.

6 Discussion

In this paper we defined two new schemes for anonymous subscription and rental services. These schemes
are the first to achieve the property that the number of accesses is limited, while maintaining anonymity and
unlinkability. The schemes are also very efficient with respect to storage and communication requirements.

The “bit counting” scheme limits the total number of accesses by having the remaining subscription
length encoded in the user’s access certificate. In the “client created token” scheme the access is limited by
giving the client a (potentially time-dependent) fixed set of messages to sign.

The combination of the two schemes allows for even more complex access restrictions. Consider the
following example. The Metropolitan Opera might want to sell subscriptions for their performances. A
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customer can pay for, say, 15 admissions in advance. This can be handled using the bit counting scheme.
But there might be additional restrictions on which tickets can be obtained in the course of a subscription.
For example, for regular performances, a customer might obtain up to 4 tickets on his subscription, but for
premieres (which are more popular), he can get at most two. For these kinds of restrictions, group signatures
are ideally suited. The customer receives a group key, and for premieres, he has to sign one of two available
messages in the ticketing protocol, while for other shows there are four available messages to choose from.

By making group keys or bit counting keys time-dependent, i.e. they will only be accepted during certain
specified intervals, accesses can be limited to certain times. By the combination of these methods virtually
any imaginable set of restrictions on how a subscription may be used can be incorporated efficiently into the
protocols.

An obvious direction for future research is to design even more efficient schemes than the ones given
in this paper. In particular, it would be interesting to see whether the techniques that were used to convert
the [CS97] group signature scheme into a subscription protocol can also be applied to other group signature
schemes, such as the one in [ACJT00]. These other group signature schemes might be more efficient or rely
on fewer security assumptions, translating into better properties for the subscription protocol.

Another open problem is to design a subscription protocol that allows for early termination of the sub-
scription by the vendor, but still has reasonable storage and communication requirements. This problem is
difficult since the scheme’s anonymity and unlinkability appears to conflict with giving a supplier/vendor
the power to revoke a user’s subscription.
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A Appendix: Equivalence of DDH and PDDH

Proof of Theorem 5.6: We sketch the case ofP = 2 – the general case can be treated similarly. Suppose
we are given a tuple of the form(a,b,c) = (gx,gy,gz) where eitherz= xy or z is chosen at random. Our
goal is to construct an adversaryA ′ that takes this as input and with advantage non-negligibly better than
1/2 determines which is the case. In addition, this adversary will have oracle access toA . The adversaryA ′
first constructs a series ofq random instances of DDH problem where thei-th tuple (1≤ i ≤ q) is:

(ai ,bi ,ci) = (avi gui1,bgui2,cvi bui1aviui2gui1ui2)

wherevi ,ui1,ui2 ∈R Zn. This construction appeared in [Bon98], and is a slight generalization of a construc-
tion that appeared in [Sta96] and [NR97]. Now, ifz= xy, then each of the triples(ai ,bi ,ci) are also valid
triples. In addition, it turns out that each(ai ,bi ,ci) is independently chosen from a distribution that isstatis-
tically indistinguishable from the uniform distribution on DDH triples over the groupG [Bon98]. If z was
just a random value then each triple(ai ,bi ,ci) is independently chosen from a distribution that isstatistically
indistinguishable from the uniform distribution on triples over the groupG.

Now, the adversaryA ′ converts each of these tuples into what may be an instance of the PDDH. It first
chooses a series of random bitsβ1, . . . ,βq (βi ∈ {0,1}) and a series of random values inZn: r1, . . . rq. Then,
A ′ constructs a series of four-tuples(a′i ,b

′
i ,c
′
i ,d
′
i ) as follows. If βi = 0 then we seta′i = ai andb′i = gr i ,

otherwisea′i = gr i andb′i = ai . In both scenariosc′i = bi andd′i = ci . There are two cases to consider:

1. If z= xy, then for alli, (a′i ,b
′
i ,c
′
i ,d
′
i ) is independently chosen from a distribution that is statistically to

the uniform distribution on PDDH tuples.

2. If z were chosen at random, then for alli, (a′i ,b
′
i ,c
′
i ,d
′
i ) is independently chosen from a distribution

that is statistically indistinguishable from the uniform distribution on four-tuples over the groupG.

Suppose we have an adversaryA that can break PDDH with probability 1/2+ε, whereε is a non-negligible
quantity. If we are in the first case, then for everyi this adversary will correctly determine with probability
1/2+ ε whethera′i or b′i was used in the formation ofd′i . Note that this corresponds to correctly guessing
the series of random valuesβ1, . . . ,βq. This adversary will be correct an expectedq/2+qε times. Now, if
we are in the second case, then the adversaryA will be given a random four-tuple overG, and it will have
no information about the value ofβi . Thus, for eachi, it will correctly predict theβi with probability 1/2.
In this case, it will be correct an expectedq/2 times. This gives us a sizable distinguishing gap ofqε. If A
was correct on at least 1/2+εq/2 fraction of the inputs, thenA ′ should output that the triple is a valid DDH
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triple (that isz= xy). Otherwise, it should output that the triple was random. For sufficiently largeq, one
can use standard bounds to show thatA ′ is correct with probability non-negligibly better than 1/2.
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Protocol Limited Unshareable Commun. Commun. Storage Storage
Access Complexity Complexity (Server) (User)

(Set-up) (Transaction)
Digital
Cash Yes No O(k`) O(k) O(nk̀ ) O(k`)
Unlinkable
Serial
Transactions
[SSG97] No Yes O(k) O(k) O(nk̀ ) O(k)
Commonly
Verifiable
Secrets
[SPH99] No No O(nk) O(nk) O(nk) O(nk)
Bit
Counting Yes Yes O(k log`) O(k) O(nk̀ ) O(k log`)
Client
Created
Tokens Yes Yes O(k) O(k) O(nk̀ ) O(k+ log`)

Table 1: Comparison of various schemes;k = security parameter (key size),n = number of users,̀= number
of times service is used.
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