L]

- . (il -
ng('i‘:““ Mh/‘sb

Techriicai ileno

t

Hoveiber 9, 1971

I0:  loel tiorris

EFRQI: Lee Scheffler

SULJECT:  Preposed DSU-170 DINM Modification RECEIVED
| NOV 81971

J, H. SALTZER

cc: Co T, Clingen
F. J. Corbato
J. . Gintell ’
Joobie Saltzer .
S H, Uebbar



Page 1

Subject: Proposed Hodificatiqn to the Nultics D3U-170 DI

~Objective: To inprove the DSU-170 subsystem performance under

heavy load conditions by cverlapping scek tires on separate disk
units and improving channel utilization.

Proposed Gencral Strategy

1. HMaintain a wait queue, Wp, of requests for each priority, p.
Arriving requests are appended to the bottom of the appropriate
priority wait queue.

Using the "off-line" seek capability of the DSU-170/1BRl 2314,
sue a seek for the highest request in the wait qucues (highest
iority wait queue Tirst) for each unit that is not already
t
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.

cuting a seek operation. Issue the next seek (or transfer,
er all possible seeks have bheen issued). as soon as the
K-received status is returned from the GlI0C (250 microseconds
); do not wait for, or be concerned with, the completion of
the seek (special interrupt inhibited by switch).
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3. Maintain a single. FCFS (First Come First Served) service
queue, S, of adjustable naxinum length m, of requests that have
already had seeks initiated, flot all reqguests with sceks
initiated need be entered into S. Only 0 or 1 requests for each
unit may appear in S at any one time; therefore, 0 < m £ n, where
n is the ntumber of Jisk units. '

Y. When a "slot"

n S becones free (data transfer is completed
i's made of

for the top request , a top-down linear search
the wait queues, highest priority first. If & request is
encountered with its seek already iInitiated, 1t 1is unthreaded
froim the wait queue and added to the bottoir of the service queue.
If a request is encountered that has not already had its seek
initiated, and the corresponding disk unit is not currently busy
executing a seek operation for a previous request (or waiting for
data transfer after completion of a scek; the two possibilities
are indistinguishable to the software duc to the inhibiting of
the special interrupt on seek completion), then a seek is

-initiated for that request. IT S is still not full, unthread the

request Trom the vait queue and add it to the botton of S.  The
search terminates vhen either the bott cf the lowest pricrity

o
wait queue is reached, or uvhen all units becone “busy'.

5. Issue a data transier for the top reauest in the service
gueue. Return to the caller. Upon the interrupt at the
completion of data transfer, bpop the top reagdest of the service
Queue, post ik, and go to 4. -
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Pitfalls to be Avoided

1. Increasing the mini_ginm interrupt load,.

2, Prejudicing subsysteii latency tine on the request arrival
distribution across all units.

3. Building scek, lisk latency, and data transfer tire
expectations, nunber of disk units scrved bLy the channel, and
request arrival distribution into the algorithmn.

Expected Performance (vthen properly tuned) e

Current time estimates (E = expectation value):

ECt_seek) = 75 s

E(t_latehcy) + t_transnission = 35 ms

1. Subsysten capacity up fronm § requests/second to 28
requests/scecond,

2. 1o increase in subsysten latency time under any conditions
(worst case for this algorithna is blocks of successive requests
for the samne unit).

3. Decrease in subsysten latency under heavy loads Ly a factor of
about 3 to 1.

b, diegligible increase in CPU time required for DI execution;
sivall increase in data base and code size for the DI,



Discussion

Wait Queues

Requests entering the subsystem see one wait queue for each
priority. The algorithm issuing seeks and cdata transfers sees a
single queue ade up of the lower priority queue appended to the
bottom of the higher priority queue.

Service Queue

There is a single service queue representing pre-decision of
the order of units to/from which data transfers will take nlace.
When the service qucue length is 1limited to ore, vwe have a
degenerate case of no pre-decision, and consequent non-optimal
usie of the channél. There is room in the arrival discipline of
the service queue (the service discipline of the wait queues) for
optimization of things other than channel utilization (for
exanple, seek arm movement); it is intended that the code for
this arrival discipline be easily replaceablé.

For the present, the discipline for filling a vacant slot in
the service queue is "the next request in the wait queuc(s) for a
urit not already represented in the service queue."

The net vresult of these two levels of queueing is the
sinulation of n independent FCFS single-server queues, one for
eecch of the n disk units, at most m of which are eligible to be
served at any one time. The service process of these queues is
the arrival process of the service queue. Fizure 1 illustrates.

m is a tunable parameter of the algori thm. If w =1, data
transfer channel service occurs in precisely FCFS order,
overriding channel optinization concerns (but not seek overlap).
Ue define a block as a group of irmediately successive rFequests
in one of the wait quoues (the top request of the low priority
queue is imnediately successive to the bottonm request of the

higher priority queue) for some one  unit. The algorithn

performance for blocks of requests reverts, for v = 1, to the

Tower (9 requests/secdénd) channel utilization of the present DI,
1

With 1 < 11 £k, wvhere

K o= integer(E(t_seek)/(L(t_latency) + t_transmission)) + 1
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we expect increased channel utilization with little sacrifice of
subsystern Tlatency (as distinct fronm disk latency, t_latency) to
blocks of requests. (Times between transriissions from the same
unit are filled in with transmissions fron other units.)

Hith @ > Kk, we expect even higher channel ouptinization
(increased probability that the seek for a particular request
will Dbe completed by the time that request has reached the head
of the service queue, ready for transmission) under heavy loads,
and therefore greater throughput, but at an ever increasing
sacrifice of subsystein latency to later requests in blociks  of
requests for the same unit.

Figure 2 is a “desirability graph" depicting several aspects
of perforunance as a very apprexinate function ~of service queue
size. liotice that with a service queue size of less than k, the
ciannel is often tied up wvaiting for the ceapletion of  the seek
fcr the top request in 8. With a service queude size greater than
R, channel utilization is higher, but at the expense of forcing
ar ever-increasing mininum inter-transfer time between requests
fcr the same unit. VYhen service aqueue sjize reaches p, vhere

p * (t_latency_max + t_transmission) t_scek_mnax

channel utilization approaches 1003 of capacity, since there is a
prebability  of 1 that by the time a reguest rcaches the head of
3
e

the service queue, its scek will have already been completed,

Pre-Seceks

At ecach point where the channel is not in use, a check is
nade Tor requests for units not currently busy scekirg, and all
possible new sceks (pre-secks) are issued in FCFS order. A

pre-scek wuses a single channel connect (it need not, but it does
in this implementation) with the following dcw list:

seek_dcw fixed bin(71), /% sane as nornal seek */
term_dcvw fixed bin(71), /* normal termination =/

‘ ¥ o \adercupyt/
h a channel service is negligible,
p and initiation of an “off_line"™ scek
dicated, The seek completion special
n is iwplementation by switch.

The tine for suc
corresponding to recei
operation on the unit in
interrupt is inhibited i
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Pseudo-Seeks

When data transfer for the top request in the service queue
is to be undertaken, a second secek decw (the pseudo-seek) is first
issued to re-identify the unit under consideration to the 2314
controller, and to insure that the previously initiated seek
operation (the pre-seek) is completed before the data transfer is

atterpted.



The statistics needed for proper evaluation of the
performnance of this algorithm are, for cach value of m

Quantity Statistics Desired Statistics Acceptable
Request arriv rate pdf(t) mean and variance

or 5 of time that
rate is above certain
thresholds

~
Hait queue size ndf (L) mean and variance
Subsystem Tate 1f (que size) : ae d f
Subsystem latency pdf(queue size mean and variance for

each -of a number of
qucue size ranges

llequest distributiocn pdf (unit id) proportional distribution
of page residence and
activity

Channel utilization idle tine(t) 3 idle time
idle tine(queue size) idie time mean for
each of a number of
queue size ranges
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