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tdartification

he Astive Process Table

ctive Process Table (APT) is a systemvide data base in segment
;N
: 144
(te_datad>; the Traffic Controller maintains an APT entry for every 7m0

within the Traffic Controller.
The Traffic Controller also maintains a number of lists threaded through
the APT, namely the emipty=-list, the readyv=1ist, the blocked=-list and the

various event=lists.

Thn APT eontrv

N

foldowine is an itemized description of an APT entry, preceeded by the

entrv's EPL declaration.

decltare 1 apt_entry based(n),
2  thread,
3 farward bit(12),
3  hackward hit(18),
2 level fixed bin(17),

2 state fixed bin(1l2),

.
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2 timer_residuer I

w
3

(35},
2 timo_1asf_run fixed bin(71),
2. nrocess_id bit(36),

2 load_state fixed hin(17),

2  wakeup_waitin~ Hit(1),

N

auit_nending hit(1),

2  processor_reauired fixed bin(17),
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2 dshr_va

2 pstep bit{18),
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read an APT entry is alwavs threaded into some list;
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Unused npointers are resct to zero.
this number sprcifies the ready=list queue into

rocess helongs (see ready=list below.)
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is the preocess! execution state and can assume
. onc of the following values:

0 = empty entry

1 = process funninv

?2 = process ready

3 = process waiting

L = nprocess hlocked

5 = process auit

whenever the processor is

the
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imer recister gets stored item,

tored when the process is run again.

B

is a clock readins taken whenever the process
cives its processor awav,

the process in

this variable reflncts the procéss' loading state
as follows:

0 = emrry ontry

1 = nroarss is nnloadad
2 = jntermediate stoate, process heing loaded/unloaded
3 = nrocess is laadad, mav he unloaded
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I and higher procos: oaded, must no &

wakeup_waiting is the process’ wa&nnb-wnitinv switch (see BJ.3 )
auit pendine is the nrocecs! auit=pandine switch (see BJ.U)
processor_reaquired certain pfocesées can execute on specific processors
only: if this iten is non-zecro, the process will be
. run only on f“ﬁ nrocessor snecified,
Ve, ;
dshr_value this is the : ';ffi/ the DBR by subroutine
swap_dhr  (see BJ.7)
pstep relativa nointer to the process PST entry, needed for
procass loading/unlcading. }
class is the process' class as follows: '
s
0 = enminty entrv
1 = rezular uscor's nrocess
: 2 = rezular systan process _
3 = regular systenm da@mon
i = hardcore process
5 = 1dle process
cvent_thread relative nointer to head of event=queue (see BJ.3)
F11lar to make the nntfy an even 1§ words long
The APT lists
As rmentioned ahove, the traffic controller maintains a number of lists
-hreaded throuzh the APT, and every APT entry (except when the associated
rocess is cnr}nntly runnins) is always threaded into one of these lists.
(except evenl Ll
The “PT\]istsVﬁust menhefn cach satisfy-one or more of the following
recuirements:
1. 1t rust be possible to thread an entry into either head
or tail of the list.
2. 1t must be poesihle to thread an entry into either head
or tail of a subset of the list (queue)



3. ﬂ.qunﬁd within a list must be directly accessible (without
hav}n: to
fn order to implement these recunirements, the APT contains a number of
Aummy entries, named “@*:??nc1s“, wihich consist of only two items
as dnoclared
declare 1 Snnténﬁlkhasnd(n),
2  thread,

3 forvard bit(18),

3  hackward bit(18),

2 durmv_level fixed ; /*leval=s =1 %/
' Lﬁﬂi%ﬁéﬂi’
and which #&prwFsosén rimitivesYhy their nezative level

into the lists as if they were

i)

nuinber. These

normal *APT entries, vet mayv ha directly (symbolically) accessed,

The emnty lict
<

v

This is a threaded list of all tnused APT entries. It is initially set
init., It is flanked by two sentinels which
constitute its first and last entrincs and which can be accessnd hy

referencing <{tc_datad]|lempty_al and <te_datad>| [empty_al+2 respectively.
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The hingked 1ist

This is!/ the list of all bhlocked paa and quit nrocesses, It is flanked

.

by two sentinels which have the symbolic names <tc_data>|[block_q] and

<tc_datad|[block_al+h. A third sentinel, <tc_datad>|[block_al+2,divides

. . . ) : i /2
the blocked-1ic<t Tnto twe sub=lists, the urnper blocked-loaded list
e Crcf-c. 0 wdd
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and the lower 'blocked=unlanded list. thenever a process has to heVieoe=sm
‘ Aets
A process is taken off the tail of the blocked=loaded 1ist,Vunloaded, and

\ﬁkﬁwi/
~ rethreaded into the head of the Wlneclad=nnloaded 1ist. A nrocess which

calls hloclk thrends itself into the head of the blocked=loaded 1ist, a
process that calls quit threads itself into the tail of the bhlocked-
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The readv-list is the list of all processes which would be running,

had a processor been available to them. @km Whenever a process gives
selects i

its processor away, it chmosnm the next nrocess to run off the top N

the ready list. The ready list is broken up into a number af sublists

(aueues) which are sanarated from one another by sentinels; These queue

a

)

e used by the scheduler (see BJ.5) o thread different processes

different, pre-detarmined, relative locations within the ready

-
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list. There is a sentinel in front of cach aqueue (and therefore in the
hack of ecach queue as well), and in addition there is one at the end
of the ready list (for n queuess there are n+1l sentinels.) Sentinel i
could be accessed by referencing <tc_datp>![rbady_q]+2*(i-1).

Puttine an entry onto the ready list at the head of the third aueue

6 the list directly following the third sentinel,

()

means threadinz it iIn

Similiarly, putting it at the tdil of the third aqursue means putting

i+ in front of the fourth sentinel. Searching the readyklist for the

3
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hichest=priority process means f e first non=seantinel entry

Thrae variables are naintained in con

a2 count of the total number of ready procasses, a count o
7
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(i.e. the sentinel for the queue) on which a loaded process exists.

srimitives are provided in procedure{pxuyto do all the threading and

of the ahove-menticoned Tsts.(k(e gj;ﬂ)
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