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Executive summary

Heterogeneous cachase traditionally organizedasa rigid hierarchy
Easy to program buhtroduce expensive overheads when hierarchy is not helpf

Jengabuildsapplicationspecificcache hierarchies on the fly

Key contribution: New algorithms to find rejptimal hierarchies
Arbitrary application behavior& changing resource constraints
Full system optimization at 36 cores inrd

Jengaimproves EDP by up to 85% vs. stat¢heart
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Jengamanages distributed and heterogeneous banks as a single resource
and buildsvirtual hierarchiestailored to each application in the system.

DRAM bank
P4 . SRAM bank
?App 3: Scan through two arrays Innleninainal
(1MB and 256MB) | | | |
256MB -[?]— : -[?]—

cache

Private
?Appg > g0 =—> N—>
1MB
cache




Prior work to mitigate the cost of rigid hierarchies



Prior work to mitigate the cost of rigid hierarchies

Bypass levels to avoid cache pollutions
Do not install lines at specific levels
Give lines low priority in replacement policy

Private == | L3 |=>1 4



Prior work to mitigate the cost of rigid hierarchies

Bypass levels to avoid cache pollutions
Do not install lines at specific levels
Give lines low priority in replacement policy

Private '+ == | L3 = L4

Speculatively access up the hierarchy

Hit/miss predictors, prefetchers B rivate a A
Hide latency with speculative accesses L1&l2 Ll



Prior work to mitigate the cost of rigid hierarchies

Bypass levels to avoid cache pollutions
Do not install lines at specific levels
Give lines low priority in replacement policy

Private '+ == | L3 = L4

Speculatively access up the hierarchy

Hit/miss predictors, prefetchers B rivate a A
Hide latency with speculative accesses L1&l2 Ll

Theymuststill check all levels for correctness!
Waste energy and bandwidth



Prior work to mitigate the cost of rigid hierarchies

i Bypass levels to avoid cache pollutions
A Do not install lines at specific levels Private
A Give lines low priority in replacement policy

— L3—>L4

oy, | tos better to bul
iY avoid the root cause: unnecessary accessge
+ Hid unwanted cache levels

A Theymuststill check all levels for correctness!
A Waste energy and bandwidth
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Cores consulirtual hierarchy table(VHT)to find the access path
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Accessing a twievel virtual hierarchy
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Multtlevel hierarchies are much more complex

Many intertwined factors
Best VL1 size depends on VL2 size
Best VL2 size depends on VL1 size
Should we have VL2? (Depends on total size)

Jenga encodes these tradeoffs in a single curve
Can reuse prior allocation algorithms
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