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VIRTUAL COMPANION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] Provisional application 61/774,591 ?led 2013 Mar. 
8 

[0002] Provisional application 61/670,154 ?led 2012 Jul. 
11 

[0003] All of these applications and patents are incorpo 
rated herein by reference; but none of these references is 
admitted to be prior art with respect to the present invention 
by its mention in the background. 

BACKGROUND OF THE INVENTION 

[0004] The population of older adults is rapidly growing in 
the United States. Numerous studies of our healthcare system 
have found it severely lacking in regards to this demographic. 
The current standard of care, in part due to the shortage of 
geriatric trained healthcare professionals, does not 
adequately address issues of mental and emotional health in 
the elderly population. 
[0005] For seniors, feelings of loneliness and social isola 
tion have been shown to be predictors for Alzheimer’s dis 
ease, depression, functional decline, and even deathia tes 
tament to the close relationship between mental and physical 
health. The magnitude of this problem is enormous: one out 
of every eight Americans over the age of 65 has Alzheimer’s 
disease and depression af?icts up to 9.4% of seniors living 
alone and up to 42% of seniors residing in long term care 
facilities. 

[0006] Additionally, studies show that higher perceived 
burden is correlated with the incidence of depression and poor 
health outcomes in caregivers. Unfortunately with the high 
cost of even non-medical care, which averages $21/hr in the 
US, many caregivers cannot afford respite care and must 
leave their loved one untended for long periods of time or 
choose to sacri?ce their careers to be more available. The 
resulting loss in US economic productivity is estimated to be 
at least $3 trillion/year. 
[0007] Existing technologies for enabling social interac 
tion for older adults at lower cost is often too dif?cult to use 
and too unintuitive for persons who are not technologically 
savvy. 

BRIEF SUMMARY OF THE INVENTION 

[0008] The present invention comprises an apparatus for a 
virtual companion, a method for controlling one or more 
virtual companions, and a system for a plurality of humans to 
control a plurality of avatars. 

[0009] These and other features, aspects, and advantages of 
the present invention will become better understood with 
reference to the following description and claims. 

DESCRIPTION OF THE DRAWINGS 

[0010] FIG. 1: Example of a frontend virtual companion 
user interface in 2D, showing the virtual companion as a pet, 
the background, and virtual food being fed to the pet, e.g. 
using touch-drag. 
[0011] FIG. 2: Example of the user interface with a drink 
being fed to the virtual companion. 
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[0012] FIG. 3: An exemplary embodiment of the virtual 
companion, with the 3D, realistic appearance of a dog. The 
dog has raised its paw in response to the user touching the 
paw. 

[0013] FIG. 4: An exemplary embodiment of the virtual 
companion, with a 3D, semi-realistic, semi-generalized 
appearance. 

[0014] FIG. 5: An exemplary embodiment of the virtual 
companion, showing embedded presentation of Internet con 
tent in a virtual object. 

[0015] FIG. 6: Example of the backend user interface login 
screen. 

[0016] FIG. 7: Example of the backend multi-monitor 
interface, showing the bandwidth-optimized video feeds 
(eight photographs as shown), audio indicator bars (immedi 
ately below each video feed), schedule notices (two-rowed 
tables immediately below ?ve of the audio indicator bars), 
alerts (text boxes with the cross icon, replacing three of the 
schedule notices), session info (text at far top-left), user/pet 
info (text immediately above each video feed), team notices 
(text area at far bottom-left), team chat (scrollable text area 
and textbox at far bottom-right), teammate attention/status 
indicators (hourglass and hand icons near the right edge with 
usemames printed below them), and logoff button (far top 
right). 
[0017] FIG. 8: Example of the backend direct control inter 
face, showing the session info (text at far top-left), video feed 
(photo of user as shown), look-at indicator (tinted circle 
between the user’s eyes with the word “Look” printed on it 
faintly), log (two -columned table and textbox immediately to 
the right of the video feed), user schedule (two-columned 
table immediately below the log), pet appearance (penguin 
character), touch indicators (tinted circles on the pet with 
“Touch” printed on them faintly), pet speech box (text box 
immediately below the pet), pet actions (the set of 12 buttons 
to the sides of the pet), pet settings (three checkboxes and six 
scrollbars on the far left), team notices (text area on the far 
bottom-left), team chat (scrollable text area and textbox at far 
bottom-right), a tabbed area to organize miscellaneous infor 
mation and settings (tab labeled “tab” and blank area below 
it), and return to multi-view button (button labeled “Monitor 
All” at far top-right). 

[0018] FIG. 9: UML (Universal Modeling Language) use 
case diagram, showing possible users and a limited set of 
exemplary use cases, divided among the frontend (virtual 
companion user) and the backend (helper) interfaces. The box 
marked “Prototype 1” indicates the core functionality that 
was implemented ?rst to validate the bene?ts of this invention 
among the elderly. 

[0019] FIG. 10: UML activity diagram, showing the work 
?ow of a single human helper working through the backend 
interface. It describes procedures the human should follow in 
the use of the interfaces shown in FIGS. 4-6. 

[0020] FIG. 11: UML deployment diagram, showing an 
exemplary way to deploy the frontend/backend system, with 
a central server system managing communications between 
multiple tablet devices (frontend for seniors) and multiple 
computers (backend for helpers). In this exemplary deploy 
ment, to reduce audio/video latency, such high ?delity live 
data streaming is performed via a more direct connection (e.g. 
RTMP protocol) between the frontend and the backend sys 
tems. 
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DETAILED DESCRIPTION OF THE INVENTION 

Frontend of the Virtual Companion 

[0021] The frontend of the invention is a virtual companion 
which forms a personal/emotional connection with its user, 
and may take the form of a pet. Beyond the intrinsic health 
bene?ts of the emotional connection and caretaker relation 
ship with a pet, the personal connection allows an elderly 
person to have a much more intuitive and enjoyable experi 
ence consuming content from the Internet, compared to tra 
ditional methods using a desktop, laptop, or even a typical 
tablet interface. These bene?ts may be implemented as 
described below. 
[0022] Visual Representation of the Virtual Companion 
[0023] The visual representation of the companion itself 
may be either two-dimensional (2D) (as in FIGS. 1 and 2) or 
three-dimensional (3D) (as in FIGS. 3 and 4) to be displayed 
on a screen such as an LCD, OLED, projection, or plasma 
display, and may be cartoonish (as in FIGS. 1 and 2) in 
appearance, realistic (as in FIG. 3), or semi-realistic (as in 
FIG. 4). The form of the virtual companion can be that of a 
human or humanoid; a real animal, such as a penguin (as in 
FIGS. 1 and 2) or dog (as in FIG. 3); or it can be an imaginary 
creature such as a dragon, unicorn, blob, etc.; or even a 
generalized appearance that blends features of multiple crea 
tures (as in FIG. 4, which is mostly dog-like but with the 
features of a cat and a seal incorporated). The advantages of a 
generalized appearance are that users have less preconceived 
notions of what the creature should be capable of and behave 
like, and thus are less likely to be disappointed, and also users 
may more easily associate the creature with the ideal pet from 
their imagination. 
[0024] The representation of the companion may be ?xed, 
randomized, or selectable by the user, either only on initial 
ization of the companion, or at any time. If selectable, the user 
may be presented with a series of different forms, such as a 
dog, a cat, and a cute alien, and upon choosing his/her ideal 
virtual companion, the user may further be presented with the 
options of customizing its colors, physical size and propor 
tions, or other properties through an interactive interface. 
Alternatively, the characteristics of the virtual companion 
may be precon?gured by another user, such as the elderly 
person’s caretaker, family member, or another responsible 
person. These customizable characteristics may extend into 
the non-physical behavioral settings for the companion, 
which will be described later. Upon customizing the compan 
ion, the companion may be presented initially to the user 
without any introduction, or it can be hatched from an egg, 
interactively unwrapped from a gift box or pile of material, or 
otherwise introduced in an emotionally compelling manner. 
In an exemplary embodiment (FIG. 4), the companion is a 
generalized, semi-cartoonish, dog-like pet, without any cus 
tomization or special introduction. 
[0025] Technically, the representation can be implemented 
as a collection of either 2D or 3D pre-rendered graphics and 
videos; or it can be (if 2D) a collection of bitmap images 
corresponding to different body parts, to be animated inde 
pendently to simulate bodily behaviors; or it can be (if 2D) a 
collection of vector-based graphics, such as de?ned by math 
ematical splines, to be animated through applicable tech 
niques; or it can be (if 3D) one or more items of geometry 
de?ned by vertices, edges, and/or faces, with associated 
material descriptions, possibly including the use of bitmap or 
vector 2D graphics as textures; or it can be (if 3D) one or more 

May 8,2014 

items of vector-based 3D geometry, or even point-cloud 
based geometry. In an alternative embodiment, the virtual 
companion may also be represented by a physical robot com 
prising actuators and touch sensors, in which case the physi 
cal appearance of the robot may be considered to be the 
“display” of the virtual companion. 
[0026] Associated with the static representation of the vir 
tual companion may be a collection of additional frames or 
keyframes, to be used to specify animations, and may also 
include additional information to facilitate animations, such 
as a keyframed skeleton, with 3D vertices weighted to the 
skeleton. In an exemplary embodiment (FIG. 4), the compan 
ion is a collection of vertex-based mesh geometries generated 
using a common 3D modeling and animation package. A 
bone system is created within the 3D package that associates 
different vertices on the geometry surface with various bones, 
similar to how a real animal’s skin moves in response to 
movement of its bones. Additional virtual bones are added 
within the virtual companion’s face to allow emotive control 
of the facial expression. A variety of basic animations are then 
created by keyframing the bones. These animations include 
an idle, or default pose; other ?xed poses such as cocking the 
head left and right, bowing the head, tilting the chin up, 
raising the left paw, raising the right paw, a sad facial expres 
sion, a happy facial expression, and so on; passive, continu 
ous actions such as breathing, blinking, and looking around, 
and tail wagging; and active actions such as a bark, or the 
motion of the jaw when talking. All of this information is 
exported into the common FBX ?le format. In an alternative 
embodiment with the virtual companion represented by a 
physical robot, stored sets of actuator positions may serve a 
similar role as keyframed animations and poses. 

[0027] Over time, the textures, mesh and/or skeleton of the 
virtual companion may be switched to visually re?ect growth 
and/or aging. Other behavior such as the response to multi 
touch interaction as described in the following section may 
also be modi?ed over time. Either instead of or in addition to 
the outright replacement of the textures, mesh, and/or skel 
eton periodically, poses may be gradually blended in to the 
existing skeletal animation, as described in the following 
section, to re?ect growth. 
[0028] Multi-Touch Interactive Behavior of the Virtual 
Companion 
[0029] A key innovation of this invention is the use of 
multi-touch input to create dynamically reactive virtual pet 
ting behavior. While an exemplary embodiment of this inven 
tion is software run on a multi-touch tablet such as an iPad or 

Android tablet, the techniques described here may be applied 
to other input forms. For example, movement and clicking of 
a computer mouse can be treated as tactile input, with one or 
more mouse buttons being pressed emulating the equivalent 
number of ?ngers touching, or adjacent to, the cursor loca 
tion. In an alternative embodiment with the virtual compan 
ion represented by a physical robot, multiple touch sensors on 
the robot may serve as input. In the primary exemplary 
embodiment, the virtual companion is displayed on a tablet 
device with an LCD display and multiple simultaneous tactile 
inputs may be read via an integrated capacitive or resistive 
touch screen capable of reading multi-touch input. The gen 
eral principle of this invention is to drive a separate behavior 
of the virtual companion corresponding to each stimulus, 
dynamically combining the behaviors to create a ?uid reac 
tion to the stimuli. The end result in an exemplary embodi 
ment is a realistic response to petting actions from the user. 
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Further processing of the touch inputs allow the petting 
behavior to distinguish between gentle strokes or harsh jab 
bing, for example. 
[0030] The ?rst step involved in the invented technique is 
touch detection. In the game engine or other environment in 
which the virtual companion is rendered to the user, touches 
on the screen are polled within the main software loop. Alter 
native implementation methods may be possible, such as 
touch detection by triggers or callbacks. The next step is 
bodily localization. 
[0031] During bodily localization, the 2D touch coordi 
nates of each touch are allocated to body parts on the virtual 
companion. If the virtual companion is a simple 2D represen 
tation composed of separate, animated 2D body parts, this 
may be as simple as iterating through each body part and 
checking whether each touch is within the bounds of the body 
part, whether a simple bounding box method is used, or other 
techniques for checking non-square bounds. In an exemplary 
embodiment, with a 3D virtual companion representation, the 
3D model includes skeletal information in the form of bone 
geometries. Bounding volumes are created relative to the 
positions of these bones. For example, a 3D capsule (cylinder 
with hemispherical ends) volume may be de?ned in software, 
with its location and rotation set relative to a lower leg bone, 
with a certain capsule length and diameter such that the entire 
lower leg is enclosed by the volume. Thus, if the virtual 
companion moves its leg (e.g. the bone moves, with the vis 
ible “mesh” geometry moving along with it), the bounding 
volume will move with it, maintaining a good approximation 
of the desired bounds of the lower leg. Different body parts 
may use different bounding volume geometries, depending 
on the underlying mesh geometry. For example, a short and 
stubby body part/bone may simply have a spherical bounding 
volume. The bounding volume may even be de?ned to be the 
same as the mesh geometry; this is, however, very computa 
tionally costly due to the relative complexity of mesh geom 
etry. Moreover, it is generally desirable to create the bounding 
volumes somewhat larger than the minimum required to 
enclose the mesh, in order to allow for some error in touching 
and the limited resolution of typical multi-touch displays. 
Although this could be done by scaling the underlying geom 
etry to form the bounding volume, this would still be compu 
tationally inef?cient compared to converting it into a simpler 
geometry such as a capsule or rectangular prism. A bounding 
volume may be created for all bones, or only those bones that 
represent distinct body parts that may exhibit different 
responses to being touched. It may even be desirable to create 
additional bounding volumes, with one or more bounding 
volumes anchored to the same bone, such that multiple touch 
sensitive regions can be de?ned for a body part with a single 
bone. Thus, distinct touch-sensitive parts of the body do not 
necessarily need to correspond to traditionally de?ned “body 
parts .”Altematively, if the game engine or other environment 
in which the virtual companion is rendered is not capable of 
de?ning multiple bounding volumes per bone, non-func 
tional bones can be added simply as anchors for additional 
bounding volumes. All bounding volumes are preferably 
de?ned statically, prior to compilation of the software code, 
such that during runtime, the game engine only needs to keep 
track of the frame-by-frame transformed position/ orientation 
of each bounding volume, based on any skeletal deforma 
tions. Given these bounding volumes, each touch detected 
during touch detection is associated with one or more bound 
ing volumes based on the 2D location of the touch on the 
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screen. In an exemplary embodiment, this is performed 
through raycasting into the 3D scene and allocating each 
touch to the single bounding volume that it intercepts ?rst. 
Thus, each touch is allocated to the bodily location on the 
virtual companion that the user intended to touch, accounting 
for skeletal deformations and even reorientation of the virtual 
companion in the 3D environment. By creating bounding 
volumes for other objects in the 3D environment, interactivity 
with other objects and occlusions of the virtual companion 
may be accounted for. Each touch may now be associated 
with the part of the body that it is affecting, along with its 
touch status, which may be categorized as “just touched” (if 
the touch was not present in the previous frame, for example), 
“just released” (if this is the ?rst frame in which a previous 
touch no longer exists, for example), or “continuing” (if the 
touch existed previously, for example). If the touch is con 
tinuing, its movement since the last frame is also recorded, 
whether in 2D screen coordinates (e.g. X & Y or angle & 
distance) or relative to the 3D body part touched. Once this 
information has been obtained for each touch, the information 
is buffered. 

[0032] During touch buffering, the touch information is 
accumulated over time in a way that allows for more complex 
discernment of the nature of the touch. This is done by cal 
culating abstracted, “touch buffer” variables representing 
various higher-level stimuli originating from one or more 
instances of lower-level touch stimulus. Touch buffers may be 
stored separately for each part of the body (each de?ned 
bounding volume), retaining a measure of the effects of 
touches on each part of the body that is persistent over time. 
In an exemplary embodiment, these abstracted, qualitative 
variables are constancy, staccato, and movement. Constancy 
starts at zero and is incremented in the main program loop for 
each touch occurring at the buffered body part during that 
loop. It is decremented each program loop such as with no 
touch inputs, constancy will return naturally to zero. Thus, 
constancy represents how long a touch interaction has been 
continuously affecting a body part. For example, depending 
on the magnitude of the increment/ decrement, constancy can 
be scaled to represent roughly the number of seconds that a 
user has been continuously touching a body part. Staccato 
starts at zero and is incremented during every program loop 
for each “just touched” touch occurring at the buffering part. 
It is decremented by some fractional amount each program 
loop. Thus, depending on the choice of decrement amount, 
there is some average frequency above which tapping (repeat 
edly touching and releasing) a body part will cause the stac 
cato value to increase over time. Staccato thus measures the 
extent to which the user is tapping a body part as opposed to 
steadily touching it. It should be limited to values between 
zero and some upper bound. Movement may be calculated 
separately for each movement coordinate measured for each 
touch, or as a single magnitude value for each touch. Either 
way, it is calculated by starting from zero and incrementing 
during each program loop, for each touch, by the amount that 
that touch moved since the last loop. In one embodiment, the 
movement values are buffered for both X andY movement in 
2D, screen coordinates, for each body part. Movement can 
eitherbe decremented during each loop, and/or can be limited 
by some value derived from the constancy value of the same 
body part. In one embodiment, movement in each of X andY 
is limited to +/— a multiple of the current value of constancy 
in each loop. Thus, movement describes how the user is 
stroking the body part. Together, constancy, staccato, and 
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movement provide an exemplary way of describing the 
organic nature of any set of touches on the body of a virtual 
companion. 
[0033] Alternative qualitative aspects other than constancy, 
staccato and movement may be abstracted from the low-level 
touch inputs, and alternative methods of computing values 
representing constancy, staccato and movement are possible. 
For example, the increment/ decrement process may be expo 
nential or of some other higher order in time. The increments 
may be decreased as the actual current values of constancy, 
staccato, and movement increase, such that instead of a hard 
upper limit on their values, they gradually become more and 
more di?icult to increase. The effects of multiple simulta 
neous touches on a single body part can be ignored, so that, 
for example, in the event of two ?ngers being placed on a 
body part, only the ?rst touch contributes to the touch buffer. 
Random noise can be introduced either into the rate of incre 
ment/decrement or into the actual buffer values themselves. 
Introducing noise into the buffer values gives the effect of 
twitching or periodic voluntary movement, and can create a 
more lifelike behavior if adjusted well, and if, for example, 
the animation blending is smoothed such that blend weights 
don’t discontinuously jump (animation blending is described 
below). 
[0034] With the touch buffer variables computed for each 
loop, animation blending is used to convert the multi-touch 
information into dynamic and believable reactions from the 
virtual companion. Animation blending refers to a number of 
established techniques for combining multiple animations of 
a 3D character into a single set of motions. For example, an 
animation of a virtual companion’s head tilting down may 
consist of absolute location/orientation coordinates for the 
neck bones, speci?ed at various points in time. Another ani 
mation of the virtual companion’s head tilting to the right 
would consist of different positions of the neck bones over 
time. Blending these two animations could be accomplished 
by averaging the position values of the two animations, result 
ing in a blended animation of the virtual companion tilting its 
head both down and to the right, but with the magnitude of 
each right/down component reduced by averaging. In an 
alternative example of blending, the movements of each ani 
mation may be speci?ed not as absolute positions, but rather 
as differential offsets. Then, the animations may be blended 
by summing the offsets of both animations and applying the 
resulting offset to a base pose, resulting in an overall move 
ment that is larger in magnitude compared to the former 
blending technique. Either of these blending techniques can 
be weighted, such that each animation to be blended is 
assigned a blend weight which scales the in?uence of that 
animation. 

[0035] An innovation of this invention is a method for 
applying multi-touch input to these animation blending tech 
niques. In an exemplary embodiment, a number of poses (in 
addition to a default, or idle pose) are created for the virtual 
companion prior to compilation of the software. These poses 
consist of skeletal animation data with two keyframes each, 
with the ?rst keyframe being the idle pose and the second 
keyframe being the nominal poseithe difference between 
the two frames forms an offset that can be applied in additive 
animation blending (alternatively, a single frame would suf 
?ce if blending with averaged absolute positions will be 
used). Each of these nominal poses corresponds to the virtual 
companion’s desired steady-state response to a constant 
touch input. For example, a nominal pose may be created with 
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the virtual companion pet’s front-left paw raised up, and in 
software this pose would be associated with a constant touch 
of the front-left paw. Another pose might be created with the 
pet’s head tilted to one side, and this could be associated with 
one of the pet’s cheeks (either the pet recoils from the touch 
or is attracted to it, depending on whether the cheek is oppo 
site to the direction of the tilt motion). These poses may be 
classi?ed as constancy-based poses. Another set of poses may 
be created to re?ect the pet’s response to high levels of stac 
cato in various body parts. For example, a pose may be cre 
ated with the pet’ s head reared back, associated with staccato 
of the pet’s nose. Similarly, movement-based poses may be 
created. 

[0036] During the main loop of the game engine or other 
real-time software environment, all constancy-based anima 
tions are blended together with weights for each animation 
corresponding to the current value of constancy at the body 
part associated with the animation. Thus, animations associ 
ated with constant touches of body parts that have not been 
touched recently will be assigned zero weight, and will not 
affect the behavior of the pet. If several well-chosen con 
stancy-based animations have been built, and the increment/ 
decrement rate of the touch buffering is well-chosen to result 
in ?uid animations, this constancy-based implementation 
alone is su?icient to create a realistic, engaging and very 
unique user experience when petting the virtual companion 
pet through a multi-touch screen. Part of the dynamic effect 
comes from the movement of the pet in response to touches, 
so that even just by placing a single stationary ?nger on a body 
part, it is possible for a series of ?uid motions to occur as new 
body parts move under the ?nger and new motions are trig 
gered. Staccato-based poses may also be incorporated to 
increase apparent emotional realism. For example, a pose in 
which the pet has withdrawn its paw can be created. The blend 
weight for this animation could be proportional to the stac 
cato of the paw, thus creating an effect where “violent” tap 
ping of the paw will cause it to withdraw, while normal touch 
interaction resulting in high constancy and low staccato may 
trigger the constancy-based pose of raising the paw, as if the 
user’s ?nger was holding or lifting it. It is also useful to 
calculate a value of total undesired staccato by summing the 
staccato from all body parts that the pet does not like to be 
repeatedly tapped. This re?ects the total amount of repeated 
poking or tapping of the pet as opposed to gentle pressure or 
stroking. A sad pose can be created by positioning auxiliary 
facial bones to create a sad expression. The blend weight of 
this pose can be proportional to the total staccato of the pet, 
thus creating a realistic effect whereby the pet dislikes being 
tapped or prodded. Exceptions to this behavior can be created 
by accounting for staccato at particular locations. For 
example, the pet may enjoy being patted on the top of the 
head, in which case staccato at this location could trigger a 
happier pose and would not be included in total staccato. 
Similarly, the pet may enjoy other particular touch techniques 
such as stroking the area below the pet’s jaw. In that case, a 
movement-based happy pose may be implemented, weighted 
by movement in the desired area. Very realistic responses to 
petting can be created using these techniques, and the user 
may enjoy discovering through experimentation the touch 
styles that their pet likes the most. 

[0037] Variations on these techniques for creating multi 
touch petting behavior are possible. For example, a pose may 
be weighted by a combination of constancy, staccato, and/or 
movement. The response to touch may be randomized to 
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create a less predictable, more natural behavior. For example, 
the animations associated with various body parts may be 
switched with different animations at random over the course 
of time, or multiple animations associated with the same body 
part can have their relative weights gradually adjusted based 
on an underlying random process, or perhaps based on the 
time of day or other programmed emotional state. Procedural 
components can be added. For example, bone positions can 
be dynamically adjusted in real time so that the pet’s paw 
follows the position of the user’s ?nger on the screen, or a 
humanoid virtual companion shakes the user’s ?nger/hand. 
Instead of just poses, multi-keyframed animations can be 
weighted similarly. For example, the head may be animated to 
oscillate back and forth, and this animation may be associated 
with constancy of a virtual companion pet’s head, as if the pet 
likes to rub against the user’s ?nger. Special limitations may 
be coded into the blending process to prevent unrealistic 
behaviors. For example, a condition forblending the lifting of 
one paw off the ground may be that the other paw is still 
touching the ground. Procedural limits to motion may be 
implemented to prevent the additive animation blending from 
creating a summed pose in which the mesh deformation 
becomes unrealistic or otherwise undesirable. Accelerometer 
data may be incorporated so that the orientation of the physi 
cal tablet device can affect blending of a pose that re?ects the 
tilt of gravity. Similarly, camera data may be incorporated 
through gestural analysis, for example. Alternatively, audio 
volume from a microphone could be used to increase staccato 
of a pet’s ears for example, if it is desired that loud sounds 
have the same behavioral effects as repeated poking of the 
pet’s ears. 
[0038] Note that other animations may be blended into the 
virtual companion’s skeleton prior to rendering during each 
program loop. For example, animations for passive actions 
such as blinking, breathing, or tail wagging can be created and 
blended into the overall animation. Additionally, active 
actions taken by the virtual companion such as barking, jump 
ing, or talking may be animated and blended into the overall 
animation. 
[0039] In an alternative embodiment in which the virtual 
companion is represented by a physical robot, the above 
techniques including abstraction of touch data and blending 
animations based on multiple stimuli may be applied to the 
robot’s touch sensor data and actuator positions. 
[0040] Emotional Behavior of the Virtual Companion 
[0041] Beyond the reaction of the virtual companion to 
touch input, its overall behavior may be affected by an inter 
nal emotional model. In an exemplary embodiment, this emo 
tional model is based on the Pleasure-Arousal-Dominance 
(PAD) emotional state model, developed by Albert Mehra 
bian and James A. Russel to describe and measure emotional 
states. It uses three numerical dimensions to represent all 
emotions. Previous work such as that by Becker and Christian 
et al, have applied the PAD model to virtual emotional char 
acters through facial expressions. 
[0042] In an exemplary embodiment of this invention, the 
values for long-term PAD and short-term PAD are kept track 
of in the main program loop. The long-term PAD values are 
representative of the virtual companion’s overall personality, 
while the short-term PAD values are representative of its 
current state. They are initialized to values that may be neu 
tral, neutral with some randomness, chosen by the user, or 
chosen by another responsible party who decides what would 
be best for the user. Because the short-term values are allowed 
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to deviate from the long-term values, with each passing pro 
gram loop or ?xed timer cycle, the short-term PAD values 
regress toward the long-term PAD values, whether linearly or 
as a more complex function of their displacement from the 
long-term values, such as with a rate proportional to the 
square of the displacement. Similarly, the long-term PAD 
values may also regress toward the short-term values, but to a 
lesser extent, allowing long-term personality change due to 
exposure to emotional stimulus. Besides this constant regres 
sion, external factors, primarily caused by interaction with the 
human user, cause the short-term PAD values to ?uctuate. 
Building upon the aforementioned descriptions of multi 
touch sensitivity and animated response, examples of pos 
sible stimuli that would change the short-term PAD values are 
as follows: 

[0043] Total undesired staccato above a certain threshold 
may decrease pleasure. 

[0044] Staccato at body parts that the virtual companion 
would reasonably enjoy being patted may increase plea 
sure. 

[0045] Constancy or movement at body parts that the 
virtual companion would reasonably enjoy being 
touched or stroked may increase pleasure. 

[0046] Generally, any kind of constancy, staccato, or 
movement may increase arousal and decrease domi 
nance, to an extent depending on the type and location of 
the touch. 

[0047] There may be special body parts that modify PAD 
values to a particularly high extent, or in a direction 
opposite to the typical response. For example, touching 
the eyes may decrease pleasure, or there may be a special 
location under the virtual companion’s chin that greatly 
increases pleasure. 

[0048] Independent of touch, a temporary, time-dependent 
effect may be superimposed onto long-term PAD (thus caus 
ing short-term PAD to regress to the altered values). These 
effects may re?ect a decrease in arousal in the evenings and/ or 
early mornings, for example. 
[0049] If voice analysis is performed on the user’s speech, 
the tone of voice may also alter short-term PAD values. For 
example, if the user speaks harshly or in a commanding tone 
of voice, pleasure and/or dominance may be decreased. 
Analysis of the user’s breathing speed or other affective cues 
may be used to adjust the virtual companion’s arousal to ?t 
the user’s level of arousal. 
[0050] The values of short-term PAD may directly affect 
the behavior of the virtual companion as follows: 

[0051] Pleasure above or below certain thresholds may 
affect the weights of facial animation poses during ani 
mation blending in the main program loop, such that the 
level of pleasure or displeasure is revealed directly in the 
virtual companion’s facial expression. The same applies 
for arousal and dominance, and certain combinations of 
pleasure, arousal, and dominance within speci?c ranges 
may override the aforementioned blending and cue the 
blending of speci?c emotions. For example, an angry 
expression may be blended in when pleasure is quite 
low, arousal is quite high, and dominance is moderately 
high. 

[0052] Arousal may affect the speed of a breathing ani 
mation and/or related audio, scaling speed up with 
increased arousal. The magnitude of the breathing ani 
mation and/or related audio may also be scaled up with 
increased arousal. Similar scaling may apply to a tail 
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wag animation or any other animal behavior that the user 
may expect to increase with arousal. 

[0053] Pleasure, arousal, and/ or dominance may 
increase the blend weight of poses that re?ect these 
respective emotional components. For example, the 
value of pleasure, arousal, and/or dominance may pro 
portionally scale the blend weight of a pose in which a 
dog-like virtual companion has its tail erect and pointing 
upwards or over its body, while the idle pose may have 
the tail lowered or tucked below the pet’s body. 

[0054] Aging of the virtual companion may directly affect 
the long-term PAD values. For example, arousal may gradu 
ally reduce over the course of several years. Long-term PAD 
values may conversely affect aging. For example, virtual 
companion with high values of pleasure may age slower or 
gradually develop more pleasant appearances that aren’t nor 
mally available to re?ect short-term PAD values, such as 
changes in fur color. 

[0055] 
[0056] The virtual companion may have bodily needs 
which increase over time, such as hunger (need for food), 
thirst (need for ?uids), need to excrete waste, need for a bath, 
need for play, etc. Even the need to sleep, blink or take a 
breath can be included in this model rather than simply occur 
ring over a loop or timer cycle. These needs may be tracked as 
numerical variables (e.g. ?oating point) in the main program 
loop or by a ?xed recurring timer that increments the needs as 
time passes. The rate of increase of these needs may be 
affected by time of day or the value of short-term arousal, for 
example. 
[0057] Some of these needs may directly be visible to the 
user by proportionally scaling a blend weight for an associ 
ated animation pose. For example, need for sleep may scale 
the blend weight for a pose with droopy eyelids. Alternatively, 
it may impose an effect on short-term arousal or directly on 
the blend weights that short-term arousal already affects. 

[0058] Each need may have a variable threshold that 
depends on factors such as time of day, the value of the current 
short-term PAD states, or a randomized component that peri 
odically changes. When the threshold is reached, the virtual 
companion acts on the need. For very simple needs such as 
blinking, it may simply blink one or more times, reducing the 
need value with each blink, or for breathing, it may simply 
take the next breath and reset the need to breathe counter. 
Sleeping may also be performed autonomously by transition 
ing into another state a la a state machine architecture imple 
mented in the main program loop; this state would animate 
the virtual companion into a sleeping state, with the ability to 
be woken up by sound, touch, or light back into the default 
state. 

[0059] More complex needs are, in an exemplary embodi 
ment, designed to require user interaction to ful?ll, such that 
the user can form a caretaker type of relationship with the 
virtual companion, similar to the relationship between gar 
deners and their plants or pet owners and theirpets, which has 
been shown to have health effects. The virtual companion 
may indicate this need for user interaction by blending in a 
pose or movement animation that signi?es which need must 
be satis?ed. For example, need for play may be signi?ed by a 
jumping up and down on the forepaws. Audio cues may be 
included, such as a stomach growl indicating need for food. 

Caretaking Needs of the Virtual Companion 

May 8,2014 

[0060] Examples of implementations of caretaking interac 
tions are described below: 

[0061] The need for food (hunger) may be indicated by a 
randomly repeating auditory stomach growl, a blended 
pose indicating displeasure/hunger, and/or a container 
that appears, or if always present in the scene, begins to 
glow or partially open. Upon touching the container, the 
user causes the container to open and a number of food 
items to slide out from the container. As shown in FIG. 1, 
the user may then drag any of the food items to the pet to 
feed it, triggering the appropriate feeding animations, 
possibly in a different state a la a state machine archi 
tecture implemented in the program loop. The pet’ s hun 
ger counter is thus decremented, possibly by an amount 
dependent on the food item chosen. The food item cho 
sen may also have a small effect on the pet’s long-term 
PAD state; for example, meat items may increase arousal 
while vegetables decrease arousal. The food items cho 
sen may also contribute to how the pet grows and ages. 
For example, meat may make for a more muscular body. 

[0062] The need for ?uids (thirst) may be indicated by a 
randomly repeating auditory raspy breath, a blended 
pose indicating displeasure/thirst, and/ or a container 
that appears or otherwise attracts attention. Upon touch 
ing the container, the user can choose from a selection of 
drinks, and feed them to the pet similar to the method 
described above for food, as shown in FIG. 2. Similar 
effects on PAD states and growth may be applied. For 
example, unhealthy drinks may cause the pet to become 
fatter over time and decrease long-term aroused, though 
sugar-laden drinks may cause a temporary increase in 
short-term arousal. 

[0063] The need to excrete waste may be relieved by the 
pet itself by creating a mound of excrement on the 
ground, if the pet is at a young age. The pet may have 
lower levels of pleasure and may motion as if there is a 
bad smell while the excrement is present. The user may 
remove the excrement and its effects by swiping it off the 
screen with a ?nger, or by dragging over it with a 
sweeper tool that may appear within the 3D environ 
ment. 

[0064] The need for a bath can be indicated by repeated 
scratching as if the pet is very itchy, discolorations or 
stains textured onto the 3D mesh, animated fumes com 
ing off of the pet, and/or a bathtub that slides into view. 
A bath may be administered by dragging the pet into the 
tub. The process may also be gami?ed somewhat by 
having the user wipe off stained or discolored areas by 
touch, with successful completion of the cleaning 
dependent on actually removing all the dirt. 

[0065] The need forplay may be indicated by an increase 
in arousal and its related effects, auditory cues such as 
barking, animations such as excited jumping, and/or 
having the pet pick up a toy or game. Any number of 
games can be played within the 3D environment, each 
likely under a new state a la a state machine architecture 

implemented in the main program loop. Novel games 
involving the multi-touch interactive behavior detailed 
in this invention may be included. For example, the goal 
of one game may be to remove a ball from the pet’s 
mouth, necessitating the use of multi-touch (and likely 
multi-hand) gestures, during which the pet responds ?u 
idly and realistically. Playing games and the results of 
the games may greatly increase the pet’s short-term 
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pleasure and arousal, for example, and may even directly 
affect long-term PAD values to an extent greater than 
that possible through a one-time increment in short-term 
PAD values due to limits on the maximum value. 

[0066] Conversational Abilities of the Virtual Companion 
and Associated Backend Systems 
[0067] This invention includes techniques for incorporat 
ing conversational intelligence into the virtual companion. 
Optionally, all of the conversational intelligence could be 
generated through arti?cial means, but in an exemplary 
embodiment, some or all of the conversational intelligence is 
provided directly by humans, such that the virtual companion 
serves as an avatar for the human helpers. The reason for this 
is that as of present, arti?cial intelligence technology is not 
advanced enough to carry on arbitrary verbal conversations in 
a way that is consistently similar to how an intelligent human 
would converse. This invention describes methods for inte 
grating human intelligence with the lower-level behavior of 
the virtual companion. 
[0068] Human helpers who may be remotely located, for 
example in the Philippines for India, contribute their intelli 
gence to the virtual companion through a separate software 
interface, connected to the tablet on which the virtual com 
panion runs through a local network or Internet connection. In 
the example of an exemplary embodiment, helpers log in to 
the helper software platform through a login screen such as 
that shown in FIG. 6, after which they use an interface such as 
that depicted in FIG. 7 to oversee a multitude of virtual 
companions, possibly in cooperation with a multitude of co 
workers. When human intelligence is required, a helper will 
either manually or automatically switch into an “detailed 
view” interface such as that shown in FIG. 8 to directly 
control a speci?c virtual companion, thus implementing the 
use cases marked “Prototype 1” in the overall system’s use 
case diagram as shown in FIG. 9. FIG. 10 shows through an 
activity diagram the work?ow of one of these human helpers, 
while FIG. 11 shows through a deployment diagram how this 
system could be implemented. 
[0069] If arti?cial intelligence is used to conduct basic con 
versational dialogue, techniques such as supervised machine 
learning may be used to identify when the arti?cial intelli 
gence becomes uncertain of the correct response, in which 
case an alert may show (e.g. similar to the alerts in FIG. 7) 
indicating this, or one of the available helpers using the moni 
tor-all interface may be automatically transferred to the direct 
control interface in FIG. 8. It is also possible for a helper in the 
monitor-all view to manually decide to intervene in a speci?c 
virtual companion’s conversation through a combination of 
noticing that the user is talking to the virtual companion 
through the video feed and through the audio indicator bar, 
which shows the volume level detected by the microphone in 
the tablet on which the virtual companion runs. To make it 
even easier for helpers to discern when human intervention is 
appropriate, voice recognition software may be used to dis 
play the actual conversational history of each virtual compan 
ion/user pair in the monitor-all view. Whenever there is a 
manual intervention, the recent history of the virtual compan 
ion and its detected inputs can be used to train a supervised 
machine learning algorithm as to when to automatically alert 
a helper that human intelligence is needed. 
[0070] In the detailed view and control interface, the helper 
listens to an audio stream from the virtual companion’s 
microphone, thus hearing any speech from the user, and what 
ever the helper types into the virtual companion speech box is 
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transmitted to the virtual companion to be spoken using text 
to-speech technology. The virtual companion may simulta 
neously move its mouth while the text-to-speech engine is 
producing speech. This could be as simple as blending in a 
looping jaw animation while the speech engine runs, which 
could be played at a randomized speed and/ or magnitude each 
loop to simulate variability in speech patterns. The speech 
engine may also generate lip-sync cues or the audio generated 
by the speech engine may be analyzed to generate these cues 
to allow the virtual companion’s mouth the move in syn 
chrony with the speech. Captions may also be printed on the 
tablet’s screen for users who are hard of hearing. 

[0071] Because there is a delay in the virtual companion’s 
verbal response while the helper types a sentence to be spo 
ken, the helper may be trained to transmit the ?rst word or 
phrase of the sentence before typing the rest of the sentence, 
so that the virtual companion’s verbal response may be has 
tened, or alternatively there may be a built-in functionality of 
the software to automatically transmit the ?rst word (e.g. 
upon pressing the space key after a valid typed word) to the 
virtual companion’s text-to-speech engine. The results of 
speech recognition fed to an arti?cially intelligent conversa 
tional engine may also be automatically entered into the vir 
tual companion speech box, so that if the arti?cial response is 
appropriate, the helper may simply submit the response to be 
spoken. Whether the helper submits the arti?cially generated 
response or changes it, the ?nal response can be fed back into 
the arti?cial intelligence for learning purposes. Similarly, the 
conversation engine may also present multiple options for 
responses so that the helper can simply press a key to select or 
mouse click the most appropriate response. While typing 
customized responses, the helper may also be assisted by 
statistically probable words, phrases, or entire sentences that 
populate the virtual companion speech box based on the 
existing typed text, similar to many contemporary “autocom 
plete” style typing systems. There may also be provisions for 
the helper to easily enter information from the relationship 
management system (the Log and Memo as described in the 
attached appendix regarding the Helper Training Manual). 
For example, clicking the user’s name in the relationship 
management system could insert it as text without having to 
type, or aliases may be used, such as typing “/ owner” to insert 
the name of the virtual companion’ s owner, as recorded by the 
relationship management system. This data may also be fed 
directly into any autocomplete or menu-based systems as 
described previously. 
[0072] The conversational responses may also be generated 
by an expert system, or an arti?cial intelligence that embodies 
the domain knowledge of human experts such as psychia 
trists, geriatricians, nurses, or social workers. For example, 
such a system may be pre-programmed to know the optimal 
conversational responses (with respect to friendly conversa 
tion, a therapy session for depression, a reminiscence therapy 
session to treat dementia, etc) to a multitude of speci?c con 
versational inputs, possibly with a branching type of response 
structure that depends on previous conversation inputs. How 
ever, a limitation of such a system may be that the expert 
system has dif?culty using voice recognition to identify what 
speci?c class of conversational input is meant by a user speak 
ing to the system. For example, the system may ask “How are 
you doing?” and know how to best respond based one which 
one of three classes of responses is provided by the user: 
“Well”, “Not well”, or “So-so”. But the system may have 
difficulty determining how to respond to “Well, I dunno, I 
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suppose alright or something like that.” In this case, a human 
helper may listen to the audio stream (or speech-recognized 
text) from the user, and use their human social and linguistic 
understanding to interpret the response and select which one 
of the expert system’s understood responses most closely ?t 
the actual response of the user (in this example, the helper 
wouldprobably pick “So-so”). This allows the user to interact 
with the system intuitively and verbally, and yet retains the 
quick response times, expert knowledge, and error free 
advantages of the expert system. The human helper may skip 
to other points in the expert system’s pre-programmed con 
versational tree, change dynamic parameters of the expert 
system, and/or completely override the expert system’s 
response with menu-driven, autocomplete-augmented, or 
completely custom-typed responses to maintain the ability to 
respond spontaneously to any situation. If the expert system 
takes continuous variables, such as a happiness scale or a pain 
scale, into account when generating responses, the helper 
may also select the level of such continuous variables, for 
example using a slider bar based on the visual interpretation 
of the user’s face via the video feed. The variables could also 
be the same variables used to represent the virtual compan 
ion’s emotional scores, such as pleasure, arousal, and domi 
nance, which may affect the conversational responses gener 
ated by the expert system. 
[0073] In an exemplary embodiment as shown in FIG. 8, 
the helper presses the “Alt” and “Enter” keys at the same time 
to submit the text to the virtual companion, while a simple 
“Enter” submits any typed text in the team chat area. This is to 
prevent losing track of which text box the cursor is active in, 
and accidentally sending text intended for the helper’ s team/ 
co-workers to the virtual companion/user. 
[0074] The voice of the virtual companion may be designed 
to be cute-sounding and rather slow to make it easier to 
understand for the hard of hearing. The speed, pitch, and other 
qualities of the voice may be adjusted based on PAD states, 
the physical representation and/or age of the virtual compan 
ion, or even manually by the helper. 
[0075] The tone of voice and in?ections may be adjusted 
manually through annotations in the helper’ s typed text, and/ 
or automatically through the emotional and other behavioral 
scores of the virtual companion. For example, higher arousal 
can increase the speed, volume, and/or pitch of the text-to 
speech engine, and may cause questions to tend to be in?ected 
upwards. 
[0076] As shown in FIG. 8, PAD personality settings com 
bined with a log of recent events and a user schedule of 
upcoming events provides a helper with cues as to how to 
react conversationally as well as what things are appropriate 
to discuss. For example, with the information provided in 
FIG. 8, a helper would maintain a relatively pleasant, submis 
sive attitude and may ask about Betty’s friend Bob, or what 
Betty wants for lunch, which is coming up soon. 
[0077] Alternative implementations of the human contribu 
tion to the conversation may involve voice recognition of the 
helper’s spoken responses rather than typing, or direct 
manipulation of the audio from the helper’ s voice to conform 
it to the desired voice of the virtual companion, such that 
different helpers sound approximately alike when speaking 
through the same virtual companion. 
[0078] Note that in addition to directly controlling speech, 
as shown in FIG. 8, a human helper may directly control 
bodily needs, PAD states, toggle behaviors such as automatic 
display of PAD states through facial expressions or automatic 
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animations such as blinking, trigger special animations such 
as dances or expressive faces, or even record custom anima 
tions by dragging around the virtual companion’s body parts 
and then play them back. Tactile cues as to the appropriate 
response may be provided to the helper, as shown in FIG. 8, 
by touch indicators on the virtual companion appearance 
area, which display the locations of recent touch events as 
they are transmitted through the network and displayed in 
real-time on a live rendering of the virtual companion in the 
state that the user sees it. A further method of expression for 
the helper through the pet may be the virtual companion’s 
eyes. A “Look” indicator may be placed on the video stream 
as shown in FIG. 8. The helper may click and drag the indi 
cator to any location on the video stream, and a command will 
be sent to the tablet to turn the virtual companion’s eyes to 
appear to look in the direction of the look indicator. 

[0079] 
[0080] One of the important practical features of this inven 
tion is its ability to facilitate increased e?iciency in task 
allocation among the staff of senior care facilities and home 
care agencies. With a network of intelligent humans monitor 
ing a large number of users through the audio-visual capa 
bilities of the tablets, the local staff can be freed to perform 
tasks actually requiring physical presence, beyond simple 
monitoring and conversation. 
[0081] In the monitor-all interface of FIG. 7, a human 
helper monitors a set of virtual companions with the coop 
eration of other helpers, under the supervision of a supervisor. 
For example, as illustrated in FIG. 7, the set of virtual com 
panions may include all the virtual companions deployed in 
one speci?c assisted living facility, and the helpers and per 
haps the supervisor may be speci?cally allocated to that facil 
ity. Alternatively, the virtual companions may be drawn arbi 
trarily from a larger set of virtual companions deployed all 
over the world, based on similarity of the virtual companions, 
their users, and/ or other contextual information. In this case, 
it may be advantageous to overlap the responsibilities of one 
or more helpers with virtual companions from other sets, such 
that no two helpers in the world have the exact same alloca 
tion of virtual companion. Note that although FIG. 7 only 
shows eight virtual companions, more or less may be dis 
played at a time and either made to ?t within one screen or 
displayed in a scrollable manner, depending on a helper’s 
ability to reliably monitor all the virtual companions and their 
corresponding video feeds. To increase a helper’s ability to 
monitor a larger number of virtual companions, the video and 
other informational feeds may be abstracted into a symbolic 
status display with simpli?ed visual indications/alerts of 
touch, motion, and volume, for example, and these status 
displays may be further augmented by “audio displays” in the 
form of audio cues or noti?cations, such as certain sounds that 
play in response to detection of touch, motion, and volume 
thresholds by one or more virtual companions.Another factor 
in determining the number of virtual companions to allocate 
to a single helper and also the number of helpers who are 
allocated redundantly to the same virtual companions is the 
typical frequency and duration of need for focused human 
intelligence (e.g. use of the direct control interface for a 
speci?c virtual companion, as shown in FIG. 8). A software 
system may be implemented which automatically assigns 
additional helpers to monitor virtual companions which are 
more frequently directly controlled than average, of?oading 
those helpers from other virtual companions which don’t use 
human intelligence as often. If arti?cial intelligence is used to 
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