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Chapter 1

Introduction

Sketching is a critical first step in many design problems; for example, architects and
engineers commonly make many rough sketches before selecting and refining a single
strategy. Designers often make these initial sketches on paper and must later transfer
their work to a computer for further revision. Computer recognition of sketches could
streamline this common process, but for many applications, users require an error rate
near zero before adopting a new technology, until then preferring to use predictable,
if cumbersome methods. Sketch recognition is a relatively new field of study, and
while there exists a diverse and advancing body of work, none of the current sketch
recognition systems have both the flexibility and accuracy required in a realistic design
setting.

The sketches that this work examines are created with a digital pen, which records
both position and timing information. These sketches thus have both spatial and
temporal aspects; additionally sketches are frequently conceived as a hierarchical
structure of shapes and subshapes, for example a square is made up of lines. This
multi-faceted quality allows a sketch to be thought of and represented in several ways.
In the next section we describe three types of representations: spatial, temporal and
conceptual. Most existing sketch recognition systems are based primarily on one of
these representations and do not fully use all of the information contained in a sketch.

A goal of this work is to develop guidelines for using and combing all of these rep-
resentations and systems that are based on them. A second goal is to implement such
a combination of several sketch systems in order to achieve greater accuracy based
on these guidelines. These objectives are based on our observations that sketch rep-
resentations and recognition systems have various strengths and weaknesses. These
differences often complementary, and we aim to leverage this diversity in order to
improve recognition.
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Chapter 2

Sketch Representations

We identify three primary aspects of sketches: the spatial, the conceptual, and the
temporal. Each aspect provides a way of thinking about a sketch and a means to
represent it, and each has advantages and drawbacks for recognition. These positive
and negative qualities are often complementary; we propose that sketch recognition
can be improved by combining representation and reasoning methods. However, it
is not clear how to take full advantage of all of the information contained in these
representations or how to combine them.

In the following sections we elaborate on each of these aspects of sketching. We
describe corresponding representations, summarize known strengths and weaknesses
of each representation, and give rationale for why they are complementary and should
be combined. We also relate our taxonomy to existing sketch recognition systems.

2.1 Representation Types

2.1.1 Spatial

By the spatial aspect of a sketch, we mean literally what the sketch looks like: the
areas of ink and absence of ink that we see when looking at the sketch on a screen
or piece of paper. An obvious spatial representation is simply an array of pixels.
This type of representation is appealing both because of its simplicity and because
of the large existing body of work in the field of computer vision that uses similar
representations.

2.1.2 Conceptual

We define the conceptual view of a sketch as its geometric or symbolic contents and
the configuration of the contents within the sketch. A conceptual representation
indicates the sketch’s geometric primitives, for example line segments and curves,
and their spatial relationships, for example locations or whether or not two segments
meet. We might alternatively list more complex geometric or symbolic objects as
the sketch’s contents, such as triangles or resistors. A conceptual representation is
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Figure 2-1: The same sketch may be represented in several ways.

attractive because it reflects how the sketch may have been conceived by its author
and facilitates high level inferences about what has been drawn.

2.1.3 Temporal

The temporal aspect of a sketch is based on the way the sketch was drawn, including
drawing order, pauses, etc. We create the most basic temporal representation with a
sequence of time-stamped pen positions. From that higher level abstractions may be
created such as time-stamped boolean observations corresponding to whether or not
a drawing action occurred, velocity vectors, or other relevant features. The temporal
aspect of sketching is an appealing basis for representation because it is a unique
quality of online pen-based interaction; without the timing information, we have only
a static image, as might be obtained by drawing on paper and scanning the result.

2.2 Comparing Representations

In this section we provide some motivation for the use of multiple representations
for sketch recognition. Figure 2-2 presents several simple shapes, the recognition of
which is made easier or harder depending on the representation selected.

Figure 2-2(a) contains two squares. These squares might be easily recognized with
computer vision pattern matching techniques; however, recognizing these shapes with
a conceptual or geometric representation poses a problem. If both squares are drawn
with one stroke, the two longest lines must be broken and divided between the two
squares. Testing all such possible break points can be time consuming, and it is
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difficult to define heuristics that are exhaustive and accurate.
Figure 2-2(b) demonstrates the opposite case; here using a spatial representation

may make recognition difficult while a conceptual approach is clear. We identify both
shapes 1 and 2 as arrows, though they are related by a non-affine transformation.
However, a similar non-affine change made to shape 3 results in something that we
do not identify as an arrow. Specifying all possible changes to shape 1 that will result
in an arrow would be cumbersome with a purely spatial representation. However,
recognizing shapes 1 and 2 as arrows without including shape 3 may be done simply
with a conceptual definition that specifies an arrow as a line forming the shaft and
two lines of equal length forming the head.

The arrows in Figure 2-2(c) present another case where a spatial representation
might be cumbersome. In a sketch these arrows are likely to have the same meaning,
though they appear different, again through a non-affine transformation. A temporal
representation, however could be useful in determining this similarity, as the arrows
would likely be drawn with the same temporal pattern. For example, one might
consistenly draw an arrow’s shaft before drawing its head.

In Figure 2-2(d) the numbers correspond to drawing order, so the two circles were
drawn first, followed by the two lines. This interspersing of the parts of different
symbols can be problematic for a temporal approach since parts that are relevant to
each other are not adjacent temporally. Thus segmenting the sketch, a common first
step in recognition, poses a problem if done on purely temporal grounds. However,
visually, this interspersing poses no problem since the parts that are relevant to each
other are adjacent spatially.

These simple scenarios are representative of common phenomena in hand drawn
sketches. Employing an appropriate approach can greatly simplify the problem and
improve the accuracy of recognition. However, a domain or a sketch is unlikely to
contain only elements that are ideally recognized with a single approach.

2.3 Relationship to Current Sketch Recognition

Systems

The classification of sketch representations that we have presented can be extended to
group sketch recognition systems as well, according to which representations are used.
While most systems do not take purely one approach, many do strongly focus on one
of the representations that we have described. Recognition systems presented by Olt-
mans [19], Sezgin and Davis [27], and Alvarado [2] are each based primarily on one
of these representations. Oltmans takes a primarily visual approach to sketch recog-
nition and adapts several computer vision techniques for use with sketches. Sezgin
and Davis describe a temporal representation for sketches in which the time-ordered
observations include the size and orientation of substrokes. Alvarado uses a concep-
tual representation in which a domain’s symbols are defined hierarchically in terms
of more primitive elements.

These systems solve similar problems; all have been tested on circuit diagrams,
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(a) (b)

(c) (d)

Figure 2-2: Simple shapes whose recognition may be helped or hindered by the choice
of representations
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each with good results. However, each has limitations that are not shared by all
and that parallel the limitations of their underlying representations. For example,
Alvarado encounters difficulties when multiple symbols are drawn with one pen stroke.
Oltmans addresses this issue specifically with a spatial approach, but has trouble with
symbol localization, which is not a problem for the conceptually based system. We
suggest that by combining such systems, recognition can more closely approach the
human level.
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Chapter 3

Combining Representations

In the last chapter we discussed three types of representations for sketches: spatial,
conceptual, and temporal. We also provided motivation for combining these rep-
resentations and recognition systems based on these representations. This chapter
elaborates on combinations that we proposed in the last chapter.

3.1 Objectives

The goal of this work is both to develop guidelines for using and combining sketch
representations and to apply those guidelines to improve recognition. We identify
four main questions that must be answered.

3.1.1 What are the strengths and weakness of a representa-
tion?

As we discussed in the previous chapter, different sketch representations have different
strengths and weakness. Understanding these differences is necessary first for selecting
an appropriate representation to use when addressing a particular problem, but also
when attempting to combine representations, as we propose. The previous chapter
provides a partial answer to this question through examples and anecdotal evidence;
however, a more thorough comparison is necessary to fully answer this question.

3.1.2 How are these strengths related and how might they
be combined?

A key premise of this work is the observation that different sketch representations are
not equal in the type of recognition that they facilitate. Determining the degree of
correlation among the information contained in different sketch representations is an
important step, as this relationship should guide combination decisions. Examining
the degree to which representations overlap will also provide insight into which errors
may be overcome through combination and which errors will require domain knowl-
edge or improvements in lower level processing. While we have provided a partial
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answer to this question in the previous chapter as well, a more rigorous comparison
will be used to guide the development of combination strategies.

3.1.3 Under what circumstances should representations or
combination strategies be used?

Research in the field of pen-based computing is varied, and we expect that different
applications will require different approaches and may be best served by different
representations. Even among recognition applications, the subject of this work, tasks
and domains may differ significantly. The third question that we seek to address
is how suitable the representations and strategies that we propose are for different
tasks, domains, and users. Styles of drawing and recognition requirements may vary
substantially between a brainstorming sketch and a final polished version; the nature
of the symbols, for example whether they are overlapping or disjoint, may differ
amoung domains; novice users draw differently and have different requirements than
experts. A single strategy is unlikely to function well in all of these cases.

3.1.4 How can this knowledge of sketch representations be
applied to improve recognition?

Answers to the first three questions are not useful unless they can be applied to real-
istic problems. Thus this work will apply knowledge of the nature of different sketch
representations to create a recognition system based on a combination of representa-
tions. The goal of such a system would be to improve on previous recognition results
and advance current sketch recognition capabilities.

3.2 Constituent Recognizers

It is unclear how to evaluate the usefulness of representations independent of imple-
mented systems, so we will examine recognizers based on the representations that we
have described. We propose two approaches, which differ in their constituent recog-
nizers. The first is based on existing sketch recognition systems and the second on
novel implementations.

Existing sketch recognition systems, which we described briefly in the previous
chapter, perform well on realistic sketches with few restrictions on drawing style, and
each is the result of significant development time. However, the systems are also
complex and difficult to modify, and so must be treated as partial black boxes, which
limits combination possibilities to those that use only the end result of recognition, i.e.
a labeled sketch. Additionally, though several systems are based mostly on a single
representation, they may also incorporate other information, making it difficult to
answer questions about the representations themselves.

By creating new recognition systems we may control the representations used,
and thus draw more conclusions about the representations themselves apart from
implementations (though the two can not be completely separated in our evaluation
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scheme). Furthermore, we may access internal information and structures, which will
provide more combination possibilities, as intermediate as well as final information
may be shared and evaluated. The large drawback to creating new implementations
is that they will be less developed and therefore less accurate, less sophisticated, and
less realistic than existing systems.

This work will study both types of constituent recognizers. We are interested in
sketch representations but also their application, and both approaches are necessary
to fully answer the questions posed in the previous section.

3.3 Combination Schemes

Combining experts or classifiers is the subject of much research, described briefly in
the next chapter. However, the primary focus of this work is comparing represen-
tations rather than comparing combination strategies. Thus we are not looking for
the single best combination strategy available, rather we are interested in how com-
binations strategies relate to sketch representations. We propose three combinations
schemes, which we refer to as parallel, multi-stage, and coupled. These strategies
reflect some of the diversity in the possible combination strategies and highlight the
interesting aspects of sketch representations.

3.3.1 Parallel

A parallel combination of recognizers functions by first applying each recognizer in-
dependently. The outcomes, labeled sketches in our case, are then merged by a
combination or selection rule. Figure 3-1 depicts a parallel combination scheme. This
is a straight forward and common method of combination, and existing recognizers
may be used in this way without modification. However, this scheme presents a diffi-
culty when applied to sketch recognition. The output of each recognizer is relatively
complex and may consist of many labeled subcomponents, so the combination rule
may also be complex. Selecting the one best outcome avoids this problem, but this
may not take advantage of different strengths of the constituent recognizers.

Figure 3-1: Parallel combination scheme
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3.3.2 Multi-stage

In a multi-stage system, different representations are used for different parts of the
recognition problem (Figure 3-2). This approach is particularly interesting for sketch
recognition because the problem may be broken down naturally into several sequential
subproblems, for example the identification of low level components and the combi-
nation of low level components into higher level structures. We hypothesize that
different representations and systems will perform differently on various subtasks.
One advantage of this approach is efficiency, since each subproblem is solved only
once; however, because each subproblem is solved by only one system, accuracy may
be lower than in the parallel case.

Figure 3-2: Multi-stage combination scheme

3.3.3 Coupled

A coupled system is one in which the constituent systems may iteratively share in-
termediate information. This information sharing may be incorporated into either
of the above schemes. Figure 3-3 presents two examples of coupled systems. In the
first case information is consolidated before being redistributed, and in the second,
information is passed only between adjacent stages. Such schemes are particularly
relevant for sketch recognition because in many cases, subdecisions affect one another,
and improving one subdecision may impact several neighboring decisions and result
in a cascading improvement in the final result. For example, changing the interpre-
tation of a stroke from a curve to a line may result in a collection of strokes being
reinterpreted as a square, which may then affect the interpretation of a higher level
symbol, and if domain knowledge is incorporated, the reinterpretation of a symbol
may affect the meaning of a nearby symbol.

The information exchanged between stages can take several forms. It may be
partial, for example only information that has high certainty, or it may be complete,
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for example a fully labeled sketch. The form of the information shared depends on the
construction and internal accessibility of the constituent systems. Existing systems
are generally not designed to share or accept intermediate information and thus are
limited in the way information may be shared.

(a)

(b)

Figure 3-3: Coupled combination schemes
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3.4 Sketch Data and Evaluation

Sketches from symbolic domains, for example electrical engineering and flow charts,
will be used to develop and test the representations and combination schemes we have
described. There is no standard data set of sketches, as in some fields, but several
smaller sketch data sets have been collected, including those described in [20], [2],
and [5]. The sketches in these data sets were created with digital pens, which collect
position, time, and pressure information. Figure 3-4 contains examples from these
sketch data sets. We will use some of this previously collected data as well as collect
additional sketch data to form training and test sets.

Recognitions systems can be evaluated based on accuracy and on efficiency. These
metrics often present a tradeoff. This work will address both; however, the primary
focus will be on improving and evaluating accuracy in recognition.

3.5 Preliminary Experiments

Initial combinations of the spatial approach described in [19] and the conceptual ap-
proach in [2] demonstrate improvement in recognition accuracy over each constituent
system. The output of both recognition systems is a labeled sketch, consisting of the
locations of symbols within the sketch, labels for those symbols, and certainty rank-
ings for the labeled symbols. We have tested parallel and multi-stage combination
methods. For the parallel combination, the combiner breaks apart each labeled sketch
and forms a new labeled sketch by selecting the best group of symbols from the collec-
tion of all symbols hypothesized by the constituent recognizers. For the multi-stage
approach, we take symbol locations generated by the conceptual system [2] (but not
labels) as additional information to be used by the spatial system [19], which then
produces a labeled sketch. This combination is based on the observation that the
spatial system has high accuracy on isolated symbols but may not locate them pre-
cisely in context. Each of these schemes was tested on circuit diagram sketches and
found to improve recognition rate; however, we also found that when an oracle was
used to select symbols for the parallel combination, recognition could be noticeably
improved, suggesting that more distinct information is contained the representations
than has been extracted by these relatively simple combination schemes.
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(a)

(b)

Figure 3-4: Symbolic sketches
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Chapter 4

Contributions

This work contains two main contributions. First, a set of guidelines will be developed
for selecting and combining representations for use in sketch recognition. The rep-
resentations that we propose have all been used for recognition previously; however,
they have never been analyzed, compared, or combined. We aim to formalize the
intuition and informal observations that determine how and when representations are
used and to provide support for the notion of combining multiple representations. The
second contribution will be a recognition system based on these guidelines. We aim
to improve on the accuracy of existing methods by combining several representations
in order to leverage more available information.
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Chapter 5

Related Work

5.1 Pen-Based Input Representations

Many applications for digital pen-input have been proposed. These applications place
different demands on representations, and to some extent, variation in existing repre-
sentations reflects the diversity of these applications. However, the variety of repre-
sentations also reflects the large amount of information available in a sketch; we seek
to more fully take advantage of all of this available information.

Handwriting recognition is perhaps the most well studied and commercially suc-
cessful area of pen-input research. Though more constrained in some ways, hand-
writing recognition systems share much with sketch recognition approaches, includ-
ing similarities in representations. Plamondon and Srihari [21] review some of the
large body of work on handwriting recognition, and divide the field into online and
offline approaches. Offline approaches have only an image available, and thus tend to
represent input in visual terms. Senior and Robinson [26] describe a representation
which includes a histogram of horizontal ink density. Oltmans [19] takes a similar
approach to the more general problem of sketch recognition, in which one may not
make assumptions about orientation and size as in handwriting. In this work the
visual representation of a sketch includes a bulls-eye shaped histogram of digital ink.

Online handwriting recognition methods deal with input created with digital pens
that collect information as a function of time. Hidden Markov Model-based meth-
ods are a common approach to handwriting recognition as in [11], which represents
handwriting as a time ordered sequence of stroke segments. Sezgin and Davis [27] use
a related representation of time ordered substrokes. They apply Dynamic Bayesian
Networks, a more generalized version of HMMs to the problem of sketch recogni-
tion. This approach handles some properties of unconstrained sketching that are not
present in handwriting, such as interspersing of strokes between objects. Alimoglu
and Alpaydin [1] combine standard online and offline approaches for the problem of
handwritten digit recognition. They find that some of the errors made using each
representation alone are uncorrelated and report an improvement in accuracy for the
combination.

Systems for recognition with few constraints on what may be drawn are com-

20



monly based on conceptual or geometric representations that allow for powerful and
often intuitive descriptions. Sezgin et al. [28] describe a method for representing a
sketch as a set of geometric primitives, defined as line segments and curves. Work
in [29] and [18] describes representations which include similar geometric primitives
as well as attributes of primitives and relationships between primitives, such as hor-
izontal, parallel and connecting. These representations facilitate the recognition of
complex shapes with little training data. Recognition systems in [3] and [9] are based
on similar geometric primitives and also include domain knowledge to improve accu-
racy. Hammond and Davis [10] formalize the idea of conceptual representation with
LADDER, a language for structural description of sketches.

The sketch recognition methods described above impose few constraints on draw-
ing style; however, for many useful applications, unconstrained sketching is unnec-
essary and may be prone to high error rates. Pen gestures are a constrained type
of pen input for specifying objects and commands. Rubine [25] and Long et al. [17]
describe methods for recognizing pen gestures, which are typically single strokes with
specified directions. A gesture is converted to collection of features that may incor-
porate spatial and temporal aspects, including speed, size and curviness. Landay and
Myers [15] have created SILK, an application for user-interface design based on such
gestures.

Some pen-based applications require no recognition at all. Forbus et al. [8] present
a digital pen based system for spatial reasoning with maps. Pen input is grouped into
glyphs, and no recognition is performed. A representation for this application only
requires spatial properties such as size, location, and orientation. Applications related
to artistic forms of sketching are another common area of pen-based input research.
In these applications sketches are commonly represented by mathematically defined
curves. Teddy [13] is a system for designing 3D free form models in which sketched
input is converted into polygons. Del Bimbo and Pala [4] describe a method for image
retrieval based on a user’s sketch, and represent the sketched curves with second order
splines.

5.2 Multiple Classifier Systems

Multiple classifier systems are the subject of much research, and it is widely recognized
that a combination of classifiers or experts is generally preferred to a single opinion. In
spite of a common premise, much of the existing work in multiple classifier systems
differs from our problem in two important ways. First, the output of most base
classifiers used in combination is relatively simple, for example a class label for a
given instance of data. The output of the recognition systems that we are examining
is a labeled sketch, which may contain many labeled subcomponents as well as their
locations. Second, much of the research in this field is conducted on large, standard
data sets; however, sketch data sets are small by comparison, and though there have
been attempts to create a standard data set [20], they do not yet compare to data sets
in other fields such as speech and handwriting recognition. Despite these differences,
several key questions in the field of multiple classifier systems are relevant for us as
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well.
One question concerns whether the combination mechanism should be fixed, a

simple vote for example, or trained, for example a weighted vote with weights related
each base classifiers performance on a training set. Duin [7] and Roli et al. [24]
examine this question and find that in general a trained approach is preferred but that
the answer may vary depending on the circumstances. Duin notes that the preferred
strategy is related to the size of the available training set and that a large data set
may be required for a trained combination method. Roli et al. find that trained
fusion methods are particularly useful in cases where the individual classifiers have
different performance and are relatively uncorrelated. Chan and Stolfo [6] examine
trained combination approaches further by comparing a combiner, which is trained
on the output of the base classifiers, and an arbiter, which is trained on subset of
the data to select one of the base classifiers. They find that the combiner generally
out performs the arbiter. Kuncheva [14] describes a statistical method for switching
between these two approaches; the best single classifier is determined for some regions
of the data, and a combination is used where no one classifier excels.

A second relevant area of research in classifier combinations concerns the topol-
ogy of the combination, which may be parallel, serial, or a combination of the two.
Rahman and Fairhurst [22] prefer a hybrid method; however Rahman et al. [23] ac-
knowledge that an ideal combination may require access to internal structures in the
base classifiers and describe a serial combination method for constituent classifiers
that are black boxes, as many commercial systems are. Alimoglu and Alpaydin [1]
compare combination strategies using multiple classifiers based on different represen-
tations of handwritten digits, as described in the previous section. They find that
serial, multi-stage cascading is the best balance between accuracy and efficiency. In
this approach, a simple scheme handles most cases and difficult cases are passed to
a more complex classifier. Landgrebe et al. [16] study a different type of multi-stage
system. Many recognition systems, including many pen input systems, consist of a
detection stage followed by a classification stage. The authors advocate a coupled
approach rather than a serial approach for such problems. Also examining the idea
of coupling different approaches, Huang et al. [12] use Markov Random Fields to
integrate two approaches to image segmentation, one based on a region representa-
tion one based on an edge representation. In this way each approach may leverage
intermediate information from the other.
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Appendix A

Schedule

1. Combination of existing recognition systems, 2 months

2. Implementation of additional constituent recognizers, 3 months

(a) Spatial

(b) Temporal

(c) Conceptual

3. Combination of new recognition systems, 3 months

(a) Parallel

(b) Multi-stage

(c) Coupled

4. Additional data collection, 1 month

5. Evaluation, 2 months

6. Writing, 3 months
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