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Abstract

Class distribution skews in imbalanced datasets may lead to models 
with prediction bias towards majority classes. In this paper, we 
propose a simple and general-purpose evaluation framework for 
imbalanced data classification that is sensitive to arbitrary skews in 
class cardinalities and importances. 

Skew-Sensitive Evaluation Framework

Key Design Principles

❏ Simplicity: It should be intuitive and easy to use and interpret.

❏ Generality: It should be general-purpose, i.e., (i) extensible to an 
arbitrary number of classes and (ii) customizable to any application 
domain.

Weighted Balanced Accuracy (WBA) Weight Customization Metric Customization

Suppose we are given a test dataset with N data 
items and C distinct classes:

Assume a classifier correctly predicts pi out of ni :

Macro-average of Accuracyi:

Generalize into WeightedBalancedAccuracy by 
extending it with per-class importance weights wi:

Importance criteria = User-defined

Importance criteria = Rarity

Multiple importance criteria

Partially-defined importance criteria: 
support the case when not all of the 
class weights are supplied by the user

Model Training Improvement

Our framework can be easily extended to 
other metrics such as Precision, Recall, and 
F-Score.

Using Lossi to denote the total loss incurred 
by all samples within class i, with our 
proposed class weights wi, the model 
training loss:

Use Case 1: Learned Log Parsing Use Case 2: Sentiment Analysis

Table: Amazon per-class breakdown

Above: Evaluating and 
ranking the URL 
classification services

Right: Training and 
evaluating a URLNet model 
using WBA


