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Generative model

\[ P(\text{parameters}|\text{data}) \propto P(\text{data}|\text{parameters})P(\text{parameters}) \]

- Finite Gaussian mixture model (\(K\) clusters)

\[
\begin{align*}
\rho_1:K & \sim \text{Dirichlet}(a_1:K) \\
\mu_k & \sim \mathcal{N}(\mu_0, \Sigma_0) \\
z_n & \sim \text{Categorical}(\rho_1:K) \\
x_n & \sim \mathcal{N}(\mu_{z_n}, \Sigma)
\end{align*}
\]
What if $K > N$?

- e.g. species sampling, topic modeling, groups on a social network, etc.

- Components: number of latent groups

- Clusters: number of components represented in the data

- [demo 1, demo 2]

- Number of clusters for $N$ data points is random

- Number of clusters grows with $N$
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- Here, difficult to choose finite \( K \) in advance (contrast with small \( K \)): don’t know \( K \), difficult to infer, streaming data
- How to generate \( K = \infty \) strictly positive frequencies that sum to one?

\[
\begin{align*}
V_1 & \sim \text{Beta}(a_1, b_1) & \rho_1 &= V_1 \\
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[Ishwaran, James 2001]
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Distributions
Distributions

- Beta $\rightarrow$ random distribution over 1, 2
Distributions

- Beta → random distribution over 1, 2
- Dirichlet → random distribution over 1, 2, ..., $K$
Distributions

- Beta → random distribution over 1, 2
- Dirichlet → random distribution over 1, 2, …, \( K \)
- GEM / Dirichlet process stick-breaking → random distribution over 1, 2, …
Distributions

• Beta $\rightarrow$ random distribution over $1, 2$

• Dirichlet $\rightarrow$ random distribution over $1, 2, \ldots, K$

• GEM / Dirichlet process stick-breaking $\rightarrow$ random distribution over $1, 2, \ldots$

• Infinity of parameters: components
• Growing number of parameters: clusters
Distributions

• Beta $\rightarrow$ random distribution over $1, 2$

• Dirichlet $\rightarrow$ random distribution over $1, 2, \ldots, K$

• GEM / Dirichlet process stick-breaking $\rightarrow$ random distribution over $1, 2, \ldots$
Dirichlet process mixture model
Dirichlet process mixture model

• Gaussian mixture model
Dirichlet process mixture model

- Gaussian mixture model

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]
Dirichlet process mixture model

- Gaussian mixture model
  \[
  \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha)
  \]
Dirichlet process mixture model

- Gaussian mixture model

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]
\[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \; k = 1, 2, \ldots \]
Dirichlet process mixture model

- Gaussian mixture model

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]

\[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \quad k = 1, 2, \ldots \]
Dirichlet process mixture model

- Gaussian mixture model

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]

\[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), k = 1, 2, \ldots \]
Dirichlet process mixture model

• Gaussian mixture model

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]

\[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \quad k = 1, 2, \ldots \]

• i.e. \( G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \)
Dirichlet process mixture model

- Gaussian mixture model
  \[
  \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha)
  \]
  \[
  \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \quad k = 1, 2, \ldots
  \]
- i.e. \( G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0)) \)
Dirichlet process mixture model

- Gaussian mixture model
  
  \[
  \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha)
  \]

  \[
  \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \quad k = 1, 2, \ldots
  \]

- i.e.
  
  \[
  G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0))
  \]
Dirichlet process mixture model

- Gaussian mixture model
  \[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]
  \[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \; k = 1, 2, \ldots \]
  - i.e. \[ G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0)) \]

- \[ z_n \overset{iid}{\sim} \text{Categorical}(\rho) \]
Dirichlet process mixture model

- Gaussian mixture model
  \[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]
  \[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \ k = 1, 2, \ldots \]
- i.e. \( G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0)) \)

\[ z_n \overset{iid}{\sim} \text{Categorical}(\rho) \]
\[ \mu_n^* = \mu_{z_n} \]
Dirichlet process mixture model

- Gaussian mixture model
  \[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]
  \[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0), \quad k = 1, 2, \ldots \]
  i.e. \[ G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0)) \]

- \[ z_n \overset{iid}{\sim} \text{Categorical}(\rho) \]
  \[ \mu_n^* = \mu_{z_n} \]
  i.e. \[ \mu_n^* \overset{iid}{\sim} G \]
Dirichlet process mixture model
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- i.e. \( G = \sum_{k=1}^{\infty} \rho_k \delta_{\mu_k} \overset{d}{=} \text{DP}(\alpha, \mathcal{N}(\mu_0, \Sigma_0)) \)
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Dirichlet process mixture model

More generally

\[ \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha) \]

\[ \phi_k \overset{iid}{\sim} G_0, \quad k = 1, 2, \ldots \]

i.e. \( G = \sum_{k=1}^{\infty} \rho_k \delta_{\phi_k} \overset{d}{=} \text{DP}(\alpha, G_0) \)

\[ z_n \overset{iid}{\sim} \text{Categorical}(\rho) \]

\[ \theta_n = \phi_{z_n} \]

i.e. \( \theta_n \overset{iid}{\sim} G \)

\[ x_n \overset{indep}{\sim} F(\theta_n) \]

[Antoniak 1974; Ferguson 1983; West, Müller, Escobar 1994; Escobar, West 1995; MacEachern, Müller 1998]
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Distributions

- Beta $\rightarrow$ random distribution over $1, 2$

- Dirichlet $\rightarrow$ random distribution over $1, 2, \ldots, K$
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$$\rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha)$$
$$\phi_k \overset{iid}{\sim} G_0$$
$$G = \sum_{k=1}^{\infty} \rho_k \delta_{\phi_k}$$
Distributions

- Beta $\rightarrow$ random distribution over 1, 2
- Dirichlet $\rightarrow$ random distribution over 1, 2, $\ldots$, $K$
- GEM / Dirichlet process stick-breaking $\rightarrow$ random distribution over 1, 2, $\ldots$

- **Dirichlet process** $\rightarrow$
  random distribution over $\Phi$:
  \[
  \rho = (\rho_1, \rho_2, \ldots) \sim \text{GEM}(\alpha)
  \]
  \[
  \phi_k \overset{iid}{\sim} G_0
  \]
  \[
  G = \sum_{k=1}^{\infty} \rho_k \delta_{\phi_k}
  \]

[Ferguson 1973]
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DP or not DP, that is the question

- GEM:
- Compare to:
  - Finite (small $K$) mixture model
  - Finite (large $K$) mixture model
  - Time series
Calculating the posterior

\[ P(\text{parameters}|\text{data}) \propto P(\text{data}|\text{parameters})P(\text{parameters}) \]

- Finite Gaussian mixture model \((K\text{ clusters})\)

\[ \rho_{1:K} \sim \text{Dirichlet}(a_{1:K}) \]

\[ \mu_k \overset{iid}{\sim} \mathcal{N}(\mu_0, \Sigma_0) \]

\[ z_n \overset{iid}{\sim} \text{Categorical}(\rho_{1:K}) \]

\[ x_n \overset{indep}{\sim} \mathcal{N}(\mu_{z_n}, \Sigma) \]