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1 Introduction

With the popularity of digital cameras, the amount of digital images available
on the internet have grown dramatically in recent years. This has brought a
new challenge to image retrieval. Currently, text-based search has gain a great
success in image retrieval. Most of commercial search engines, such as Google,
Live, and Baidu, are based on this technique. The images are retrieved using
the associated textual information, such as surrounding text from the web page.
The performance of such systems mainly relies on the relevance between the
text and the images. However, they may not always match well enough, which
causes noisy ranking results. For instance, visually similar images may have very
different ranks. So reranking has been proposed to solve the problem.

1.1 Reranking: Problem Definition

Formally, the definition of the re-ranking problem with a query image is as
follows. Assuming we have n images, retrieved from initial text-based search
results, as illustrated in Fig. 1. The re-ranking process is used to improve the
search accuracy by reordering the images based on the multimodal information
extracted from the initial text-based search results, the auxiliary knowledge and
the example image. The auxiliary knowledge can be the extracted visual features
from each images or the multimodal similarities between them.

1.2 Previous Work

There have been two different classes of methods aiming at solving the problem
of the text-based search.

One is to refine the ranking result by visual information. Recently, many
re-ranking methods by visual information have been proposed both for image
retrieval and video retrieval. There are generally three categories of visual rerank-
ing methods: classification-based [9, 10, 14, 17], clustering-based [5], and graph-
based [6–8, 13, 15, 18]. Most of the previous work on visual reranking assumes
that there is a dominant class cluster of images inside image set found by text-
based retrieval results, and the irrelevant images are visually different from this
cluster. However, this method may face some problems. Given a keyword query,
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Fig. 1. Illustration of the video re-ranking problem.

Key word: Paris Key word: Apple

Fig. 2. (a) The typical retrieval results of query ”Paris”. (b) The typical retrieval
results of query ”Apple”.

the images found by text-based method may contains several subclasses of im-
ages, of which the intra-group visually difference is very large. For example, in
Figure 2, the search result for query “apple” contains two main subclasses: fruit
apple and Apple digital product, and the search result for query “Paris” also
contains two main subclasses: a person Paris Hilton and a city Paris. The user
query for “apple” may either desires for fruit apple or for Apple digital product.

The other approach is example image based reranking. Cui et al. proposed a
new re-ranking scheme [1]: after query by keyword, user can click on one image,
which is the image desired by the user. Then the image search engine re-ranks
the images according this query image: those that are visually similar to query
images are top ranked. However, their method is based on direct comparison of
the example image and each image in the ranking list. Therefore, noisy results
usually appear. Figure 3 shows such a failed example.

1.3 Our Work

In this project, we propose a novel method for example image based reranking.
Our method combines the advantages of both the example image based reranking
and visual reranking.
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Fig. 3. Example image based reranking of keyword “paris”. The orange box and the
light blue boxes indicate the example image and noisy images, respectively.

Our algorithm falls into the class of semi-supervised learning methods, which
is superior to both unsupervised learning solutions for reranking problem, i.e.
conventional visual reranking methods, and supervised learning solutions for
reranking problem, i.e. directly comparison of the example image and each image
retrieved by the text-based search in existing example image based reranking. To
our best knowledge, our algorithm is the first semi-supervised learning algorithm
for the reranking problem.

We adopts a graph-based formulation to solve this problem. We further
deduct a closed form solution and an iterative solution for this problem. Our
algorithm is justified from both the theoretic aspect and the experiments.

2 Graph-based Semi-supervised Learning Formulation

The re-ranking process is as follows. First, the images returned by a text-based
search engine are re-ranked according to their distances to the query image,
and the distances are used as the initial ranking scores. Second, a graph-based
semi-supervised learning algorithm is applied to propagate the scores between
images.

We expect that the final scores have the following properties: (1) they are
consistent across visually similar images; (2) they are close to the initial scores;
(3) the example query images have high scores. This problem can be formulated
as graph-based semi-supervised learning.
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2.1 A Toy Example

We start by a toy example to show why semi-supervised learning [20] can improve
example-based image reranking. As shown in Fig. 4, the separator learnt from
both labelled and unlabelled data reflect the structure of the data space better
than that learnt only from labelled data. The presence of unlabelled points is
used to put the boundary in low density region of the input space. This is
specially useful when only few points are labelled.

Fig. 4. A toy problem to show the advantage of semi-supervised learning. (a) The
labelled data in red and blue, and the unlabelled points in gray. (b) the separator
found by supervised learning. (c) the separator found by semi-supervised learning.

2.2 Our Formulation

Given the image set, we first construct a graph, whose nodes are the images
and edges are pairwise similarity between images. In our problem, the set of all
samples is partitioned into two subsets: a labelled set L = {x1, ...,xl} and an
unlabelled set U = {xl+1, ...,xn}. L includes only the example image provided
by the user interaction, and U includes all the other images. We give a high score
Y to the example image. We aim at predicting the scores for all images.

Denote the initial scores as ŷ = [ŷ1, ..., ŷn]. Our algorithm minimizes the
following function

1
4

∑

i,j

wij(yi − yj)2 +
1
2
λu

∑

i∈U

(yi − ŷi)2 +
1
2
λl

∑

i∈L

(yi − Y )2, (1)

where y = [y1, ..., yn]T is the final score, wij is the visual similarity between
image i and j, and Y , λu and λl are constants (Y À max(ŷ0) and λl À λu).
The first term in Eqn. (1) implies that visually similar images have close scores,
the second term cooperates the initial scores into the final result, and the last
term enforces a constraint on the score of the example image.

Eqn. (1) can be simplified as

1
2
yT Ly +

1
2
(y− y0)

T Λ(y− y0), (2)
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where L is the graph Laplacian of the weight matrix W = [wij ], Λ is a diagonal
matrix, whose diagonal entry Λ(i, i) = λl when xi ∈ L and Λ(i, i) = λu when
xi ∈ U .

It is easy to derive a closed-form solution for Eqn. (2)

y = (L + Λ)−1Λy0. (3)

2.3 Alternative Graph Laplacian Matrices

The Laplacian matrix L used above is called unnormalized graph Laplacian. It
is a symmetric matrix.

Other types of graph Laplacian matrices can also be used, including normal-
ized Laplacian matrix [19] and random walk Laplacian matrix [11].

If we redefine Eqn. (1) as
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)2

+
1
2
λu

∑

i∈U

(yi − ŷi)2 +
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(yi − Y )2, (4)

where di is the i-th diagonal element of D, the unnormalized Laplacian matrix
L is replace by the normalized Laplacian matrix Ln = I −D−1/2WD−1/2.

If we redefine Eqn. (1) as
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, (5)

the unnormalized Laplacian matrix L is replace by the random walk Laplacian
matrix Ln = I −D−1W .

2.4 Theoretical Justifications for Our Algorithm

Our algorithm can be understood from three aspects.

Manifold Interpretation The energy minimization in Eqn. (1) follows man-
ifold assumption, i.e. data lie on separate manifolds and points which can be
connected via a path through high density regions on the data manifold are
likely to have close scores. We use a regularizer which prefers functions which
vary smoothly along the manifold and do not vary in high density regions.

To intuitively understand the manifold assumption, if we choose wij =
(

1
dist(xi,xj)

)2

,
where dist(xi,xj) is the distance between xi and xj , we have

∑
i,j wij (yi − yj)

2 =
∑

i,j
1

d2
ij

(yi − yj)
2

=
∑

i,j

(
yi−yj

d2
ij

)2

∝ ∫
M ‖∇y(x)‖2p(x)dx.

(6)

So the Laplacian matrix is the discrete counterpart of Laplacian-Beltrami oper-
ator on the graph. Strict proof can be found in [4].
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Bayesian Interpretation The reranking problem aims at the following Max-
imum A Posteriori (MAP) estimation

yopt = argmaxyp(y|{xi}n
i=1,y0). (7)

Using Bayes Theorem (conditioned on {xi}n
i=1), the posteriori distribution

can be written as

p(y|{xi}n
i=1,y0) = p(y|{xi}n

i=1)p(y0|{xi}n
i=1,y)

= p(y|{xi}n
i=1)p(y0|y). (8)

By defining the conditional prior

p(y|{xi}n
i=1) ∝ exp


 1

4σ2

∑

i,j

wij(yi − yj)2


 (9)

and the conditional likelihood

p(y0|y) ∝ p(y|{xi}n
i=1) ∝ exp

[
1

2σ2
λu

∑

i∈U

(yi − ŷi)2 +
1

2σ2
λl

∑

i∈L

(yi − Y )2
]

,

(10)
we have the equivalence between MAP and Eqn. (1).

Score Propagation Interpretation Our algorithm can also be understood
as the score propagation between samples. The closed form solution in Eqn. (3)
can be written as an iterative solution

yt+1 = [(I + Λ)−1W̃ ]yt + (I + Λ)−1Λy0. (11)

It is an efficient method for computing in practice. Note that here we use the
random walk Laplacian matrix to show the connection between our algorithm
and score propagation. W̃ = D−1W is the transition probability matrix of the
random walk.

The proof is as follows.
From the closed form solution, we have

y = (L + Λ)−1Λy0

= (I − W̃ + Λ)−1Λy0

= [I − (I + Λ)−1W̃ ]−1(I + Λ)−1Λy0

= limT→∞
∑T

t=0[(I + Λ)−1W̃ ]t(I + Λ)−1Λy0.

(12)

At iteration T the scores are

yT = [(I + Λ)−1W̃ ]T yt +
∑T

t=0[(I + Λ)−1W̃ ]t(I + Λ)−1y0

→ 0 + [I − (I + Λ)−1W̃ ]−1(I + Λ)−1Λy0(when T →∞)
= (L + Λ)−1Λy0.

(13)



Image Reranking by Example: A Semi-supervised Learning Formulation 7

So the iterative solution converges to the closed form solution.
The score propagation equation is just a weighted combination of the scores

propagated from neighbors and the initial scores in each iteration, i.e.

yt+1(i) = 1
1+λi

W̃yt(i) + λi

1+λi
y0(i) (14)

From this point of view, our algorithm is closely related to previous random
walk reranking [7].

3 Implementation Details

We implement a system to test our framework, as shown in Fig. 5. First, we use
the text-based search to retrieve a large set of images relevant to the query word
given by the user from the web. We simply utilize online commercial search
engines at this step. Second, visual features are extracted for all images and
a visual similarity graph is built. Then the images are reranked using their
distances to the example image selected by the user. Finally we perform graph-
based reranking in Section 2. We also implement an user interface for viewing
the reranking results and quantitatively evaluating the results.Retrieved ImagesText-based Search Initial RerankingUser Input:Example ImageGraph-based Reranking

Visual Feature Extraction
Visualization and EvaluationUser Input:Query Word

Fig. 5. The diagram of our system.

In this section, we give the details on three remaining problems: visual feature
extraction, multiple feature fusion and initial reranking by example.

Visual Feature Extraction In order to quantitatively analyze the visual sim-
ilarity between two images, we first select a set of features that can effectively
characterize an image in different prospectives, such as color, texture and shape.
The features we used in our project are listed as follows:

Attention Guided Color Signature. Color signature is first proposed in [12] to
describe the overall color distribution in an image. For each image, all the pixels
are clustered into several groups according their LAB colors, and the center
and density of each color clusters are used as color signature to character the
color distribution of this image. In this project, we used an attention guided color
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signature proposed in [1], which takes the importance of pixels into consideration
when calculation the color distribution. It first use an attention detector to
compute a saliency map for the image, then perform k-means clustering weighed
by this map.

Color Spatialet. Color Spatialet (CSpa) is proposed in [1] to describe the
spatial distribution of colors in an image. For each image, it is equally divided
into n× n patches, and the main color of each block is calculated as the largest
cluster after k-means clustering. The main colors of each blocks, which constitute
an n2-dim color vector, is the CSpa of this image. n is set to 9 in our experi-
ment. In order to accommodate spatial shifting and resizing, when comparing
the similarity of two images, we use following formula to calculate the distance
their CSpas A and B:

d(A,B) =
n∑

i=1

n∑

j=1

min[d(Ai,j , Bi±1,j±1)],

where Ai,j denotes the main color of the (i, j)th block in the image.
Wavelet. Wavelet is a widely used features in image processing and computer

vision. In this project, we use wavelet the encode the texture information of an
image in multiple scales [16]. The 2nd order moments of wavelet coefficients in
various frequency bands are used as the wavelet features of an image. We use
the L2-distance calculate the distance of wavelet features of two images.

Multi-Layer Rotation Invariant EOH. Edge Orientation Histogram (EOH)
proposed in [3] to describe the histogram of edge orientation, which is also a
widely used features in computer vision. In order to accommodate the spatial
rotation, when calculate the distance of EOH feature vectors, we first rotate one
of them to find the best match with the others and then consider this distance
as the distance between two EOH feature vectors.

Histograms of Oriented Gradients (HOG). HOG is first proposed in [2] to
describe the shape information of an image. An image is divided into several
small cells, and histograms of edge orientation is calculated for each cells. With
some normalization process, all these histograms constitute the HOG features
of an image. HOG features are especially effective if the images contains strong
long edges.

Multiple Feature Fusion As we extract multiple features for a single image,
we need to fuse them when constructing a single similarity graph to encode
similarities between all images. Our method is as follows.

For a single feature k, we first compute pairwise distances dist(k)
ij between

images, and then compute the similarity as w
(k)
ij = exp

[
−

(
dist(k)

ij /σk

)2
]
.

If we construct multiple graphs for this multiple view semi-supervised learn-
ing problem, we have

1
4

∑

k

∑

i,j

w
(k)
ij [yi − yj ]2 +

1
2
λu

∑

i∈U

[yi − ŷi]2 +
1
2
λl

∑

i∈L

[yi − Yi]2, (15)
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which is equivalent to

1
2

∑

k

yT L(k)y +
1
2
(y− y0)

T Λ(y− y0). (16)

So we simply use the sum of all weights from the multiple graphs as the new
weight, i.e. wij =

∑
k w

(k)
ij , for multiple feature fusion.

Initial Scores We use distance-based reranking in the initial reranking step.
First, compute the sum of normalized distances of all features. Then rerank the
images using the distances. The initial scores are set as

ŷ =
n− rank(i)

n
. (17)

We find that the above scores are empirically better than distance-based scores.

4 Experiment

In this section, we present the experimental results. We compare our algorithm
with the re-ranking results by directly computing distances. We can see that our
algorithm provides much more visually smooth and less noisy results.

Our test data are a collection of images associated with several keywords
crawled from Microsoft Live Image Search. We manually label the ground-truth
of images as either “noise” or “relevant”. Relevant images are further classified
into Subclasses (images that are visually similar). We further manually annotate
whether each pair of subclasses is semantically relevant.

Given an example image and all ranked images, we use Normalized Dis-
counted Cumulative Gain (NDCG) as our evaluation criteria. NDCG is a nor-
malized DCG by a constant so that the NDCG of optimal ranking list is 1. The
definition of DCG is

DCG@k =
k∑

i=1

1
log2(1 + i)

(2Li − 1),

where Li is 2 if image i in the ranked list is in the same subclass of the example
image, 1 if it is in a relevant (but not the same) subclass of the example image,
0 if it is in the other subclasses. We choose k = 100 as people usually care about
the returned images in the first several pages.

The quantitative evaluation results are shown in Table 1. The results are
averaged using each of the top 10 text-searched images as the example image
separately.

We show some visual comparisons in Fig.s 6– 11.
In Fig. 6, we use the keyword “apple”, and the apple logo as the example

image. We can see that our method produces a visually smoother result, and the
fruit “apple” is ranked lower than the distance-based method.
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Table 1. The quantitative evaluation results.

Query Word Apple Tiger Bear Seattle Paris Lotus Cougar

Distance-based 0.9175 0.8103 0.8713 0.9608 0.8663 0.8980 0.9174

Ours 0.9306 0.8230 0.8795 0.9680 0.8732 0.9050 0.9217

In Fig. 7, we use the keyword “apple”, and the apple product “ipod” as the
example image. Our method’s result has no noisy image, while the distance-based
method has one.

In Fig. 8, we use the keyword “bear”, and the white bear as the example
image. Our method’s result has only one noisy image, while the distance-based
method has two, and one noisy image is even ranked as the top one.

In Fig. 9, we use the keyword “seattle”, and the night scene of the city
seattle as the example image. Our method’s result has no noisy image, while the
distance-based method has two.

In Fig. 10, we use the keyword “tiger”, and the animal “tiger” as the example
image. Our method’s result has only one noisy image, while the distance-based
method has two. In addition, the image ranked second by the distance-based
method is not visually similar to the example image, although relevant.

In Fig. 11, we use the keyword “paris”, and an actress named Paris as the
example image. Our method’s result has no noisy image, while the distance-based
method has one.
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Top 20 results by computing distances

Top 20 results by our method

Fig. 6. Comparison on results of keyword “apple”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.
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Top 20 results by computing distances

Top 20 results by our method

Fig. 7. Comparison on results of keyword “apple”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.



Image Reranking by Example: A Semi-supervised Learning Formulation 13

Top 20 results by computing distances

Top 20 results by our method

Fig. 8. Comparison on results of keyword “bear”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.
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Top 20 results by computing distances

Top 20 results by our method

Fig. 9. Comparison on results of keyword “seattle”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.
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Top 20 results by computing distances

Top 20 results by our method

Fig. 10. Comparison on results of keyword “tiger”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.
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Top 20 results by computing distances

Top 20 results by our method

Fig. 11. Comparison on results of keyword “paris”. The orange box and the light blue
boxes indicate the example image and noisy images, respectively.
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5 Conclusion and Future Work

In this project, we proposed to utilize both the visual information and user in-
teraction to rerank the images returned by text-based search. Previous methods
either only use visual information or only use an example input by the user.
We formulate the problem as graph-based semi-supervised learning. We further
extends it to multiview learning for multiple feature fusion. In this problem, a
bottleneck may be that we only have one example image for semi-supervised
learning. Our future work may be to explore better methods for multiple feature
fusion, such that the challenging problem of semi-supervised learning using very
few labeled samples can be well solved.
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