
Contextual Modulation of Target SalienyAntonio TorralbaDept. of Brain and Cognitive SienesMIT, Cambridge, MA 02139torralba�ai.mit.eduAbstratThe most popular algorithms for objet detetion require the use ofexhaustive spatial and sale searh proedures. In suh approahes,an objet is de�ned by means of loal features. In this paper weshow that inluding ontextual information in objet detetion pro-edures provides an eÆient way of utting down the need forexhaustive searh. We present results with real images showingthat the proposed sheme is able to aurately predit likely objetlasses, loations and sizes.1 IntrodutionAlthough there is growing evidene of the role of ontextual information in humanpereption [1℄, researh in omputational vision is dominated by objet-based rep-resentations [5,9,10,15℄. In real-world senes, intrinsi objet information is oftendegraded due to olusion, low ontrast, and poor resolution. In suh situations, theobjet reognition problem based on intrinsi objet representations is ill-posed. Amore omprehensive representation of an objet should inlude ontextual informa-tion [11,13℄: Obj: representation = fintrisi obj: model; ontextual obj: modelg.In this representation, an objet is de�ned by 1) a model of the intrinsi proper-ties of the objet and 2) a model of the typial ontexts in whih the objet isimmersed. Here we show how inorporating ontextual models an enhane targetobjet salieny and provide an estimate of its likelihood and intrinsi properties.2 Target salieny and objet likelihoodImage information an be partitioned into two sets of features: loal features, ~vL,that are intrinsi to an objet, and ontextual features, ~v whih enode struturalproperties of the bakground. In a statistial framework, objet detetion requiresevaluation of the likelihood funtion (target salieny funtion): P (O j~vL; ~vC) whihprovides the probability of presene of the objet O given a set of loal and ontex-tual measurements. O is the set of parameters that de�ne an objet immersed in asene: O = fon; x; y;~tg with on=objet lass, (x,y)=loation in image oordinates



and ~t=objet appearane parameters. By applying Bayes rule we an write:P (O j~vL; ~vC) = 1P (~vL j~vC)P (~vL jO; ~vC)P (O j~vC) (1)Those three fators provide a simpli�ed framework for representing three levels of at-tention guidane when looking for a target: The normalization fator, 1=P (~vL j~vC),does not depend on the target or task onstraints, and therefore is a bottom-up fa-tor. It provides a measure of how unlikely it is to �nd a set of loal measurements ~vLwithin the ontext ~vC . We an de�ne loal salieny as S(x; y) = 1=P (~vL(x; y) j~vC).Salieny is large for unlikely features in a sene. The seond fator, P (~vL jO; ~vC),gives the likelihood of the loal measurements ~vL when the objet is present at suhloation in a partiular ontext. We an write P (~vL jO; ~vC) ' P (~vL jO), whih is aonvenient approximation when the aspet of the target objet is fully determinedby the parameters given by the desription O. This fator represents the top-downknowledge of the target appearane and how it ontributes to the searh. Regionsof the image with features unlikely to belong to the target objet are vetoed andregions with attended features are enhaned. The third fator, the PDF P (O j~vC),provides ontext-based priors on objet lass, loation and sale. It is of apitalimportane for insuring reliable inferenes in situations where the loal image mea-surements ~vL produe ambiguous interpretations. This fator does not depend onloal measurements and target models [8,13℄. Therefore, the term P (O j~vC) mod-ulates the salieny of loal image properties when looking for an objet of the lasson. Contextual priors beome more evident if we apply Bayes rule suessively inorder to split the PDF P (O j~vC) into three fators that model three kinds of ontextpriming on objet searh:P (O; j~vC) ' P (~t j~vC ; on)P (x; y j~vC ; on)P (on; j~vC) (2)Aording to this deomposition of the PDF, the ontextual modulation of targetsalieny is a funtion of three main fators:Objet likelihood: P (on j~vC) provides the probability of presene of the objet lasson in the sene. If P (on j~vC) is very small, then objet searh need not be initiated(we do not need to look for ars in a living room).Contextual ontrol of fous of attention: P (x; y j on; ~vC). This PDDF gives themost likely loations for the presene of objet on given ontext information, andit alloates omputational resoures into relevant sene regions.Contextual seletion of loal target appearane: P (~t j~vC ; on). This gives the likely(prototypial) shapes (point of views, size, aspet ratio, objet aspet) of the objeton in the ontext ~vC . Here ~t = f�; pg, with �=sale and p=aspet ratio. Otherparameters desribing the appearane of an objet in an image an be added.The image features most ommonly used for desribing loal strutures are theenergy outputs of oriented band-pass �lters, as they have been shown to be relevantfor the task of objet detetion [9,10℄ and sene reognition [2,4,8,12℄. Therefore,the loal image representation at the spatial loation (~x) is given by the vetor~vL(~x) = fv(~x; k)gk=1;N with:v(~x; k) = �����X~x0 i(~x0)gk(~x� ~x0)����� (3)
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Figure 1: Contextual objet priming of four objets ategories (1-people, 2-furniture, 3-vehiles and 4-trees)where i(~x) is the input image and gk(~x) are oriented band-pass �lters de�ned bygk(~x) = e�k~xk2=�2ke2�j<~fk;~x>. In suh a representation [8℄, v(~x; k) is the outputmagnitude at the loation ~x of a omplex Gabor �lter tuned to the spatial fre-queny ~fk. The variable k indexes �lters tuned to di�erent spatial frequenies andorientations.On the other hand, ontextual features have to summarize the struture of thewhole image. It has been shown that a holisti low-dimensional enoding of theloal image features onveys enough information for a semanti ategorization ofthe sene/ontext [8℄ and an be used for ontextual priming in objet reognitiontasks [13℄. Suh a representation an be ahieved by deomposing the image featuresinto the basis funtions provided by PCA:an =X~x Xk v(~x; k) n(~x; k) v(~x; k) ' NXn=1 an n(~x; k) (4)We propose to use the deomposition oeÆients ~vC = fangn=1;N as ontext fea-tures. The funtions  n are the eigenfuntions of the ovariane operator given byv(~x; k). By using only a redued set of omponents (N = 60 for the rest of thepaper), the oeÆients fangn=1;N enode the main spetral harateristis of thesene with a oarse desription of their spatial arrangement. In essene, fangn=1;Nis a holisti representation as all the regions of the image ontribute to all the o-eÆients, and objets are not enoded individually [8℄. In the rest of the paper weshow the eÆay of this set of features in ontext modeling for objet detetiontasks.3 Contextual objet primingThe PDF P (on j~vC) gives the probability of presene of the objet lass on givenontextual information. In other words, the PDF P (on j~vC) evaluates the on-sisteny of the objet on with the ontext ~vC . For instane, a ar has a highprobability of presene in a highway sene but it is inonsistent with an indoorenvironment. The goal of P (on j~vC) is to ut down the number of possible ob-jet ategories to deal with before expending omputational resoures in the objetreognition proess. The learning of the PDF P (on j~vC) = P (~vC j on)P (on)=p(~vC)with p(~vC) = P (~vC j on)P (on) + P (~vC j :on)P (:on) is done by approximating thein-lass and out-of-lass PDFs by a mixture of Gaussians:P (~vC j on) = LXi=1 bi;nG(~vC ;~vi;n;Vi;n) (5)



Figure 2: Contextual ontrol of fous of attention when the algorithm is looking forars (upper row) or heads (bottom row).The model parameters (bi;n; ~vi;n; Vi;n) for the objet lass on are obtained using theEM algorithm [3℄. The learning requires the use of few Gaussian lusters (L = 2provides very good performanes). For the learning, the system is trained witha set of examples manually annotated with the presene/absene of four objetsategories (1-people, 2-furniture, 3-vehiles and 4-trees). Fig. 1 shows some typialresults from the priming model on the four superordinate ategories of objetsde�ned. Note that the probability funtion P (on j~vC) provides information aboutthe probable presene of one objet without sanning the piture. If P (on j~vC) > 1�th then we an predit that the target is present. On the other hand, if P (on j~vC) <th we an predit that the objet is likely to be absent before exploring the image.The number of senes in whih the system may be able to take high on�denedeisions will depend on di�erent fators suh as: the strength of the relationshipbetween the target objet and its ontext and the ability of ~vC for eÆiently hara-terizing the ontext. Figure 1 shows some typial results from the priming model fora set of super-ordinate ategories of objets. When foring the model to take binarydeisions in all the images (by seleting an aeptane threshold of th = 0:5) thepresene/absene of the objets was orretly predited by the model on 81% of thesenes of the test set. For eah objet ategory, high on�dene preditions (th = :1)were made in at least 50% of the tested sene pitures and the presene/abseneof eah objet lass was orretly predited by the model on 95% of those images.Therefore, for those images, we do not need to use loal image analysis to deideabout the presene/absene of the objet.4 Contextual ontrol of fous of attentionOne of the strategies that biologial visual systems use to deal with the analysisof real-world senes is to fous attention (and, therefore, omputational resoures)onto the important image regions while negleting others. Current omputationalmodels of visual attention (salieny maps and target detetion) rely exlusively onloal information or intrinsi objet models [6,7,9,14,16℄. The ontrol of the fousof attention by ontextual information that we propose here is both task driven(looking for objet on) and ontext driven (given global ontext information: ~vC).However, it does not inlude any model of the target objet at this stage. In ourframework, the problem of ontextual ontrol of the fous of attention involves the
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Figure 3: Estimation results of objet sale and pose based on ontextual features.evaluation of the PDF P (~xj on; ~vC). For the learning, the joint PDF is modeledas a sum of gaussian lusters. Eah luster is deomposed into the produt oftwo gaussians modeling respetively the distribution of objet loations and thedistribution of ontextual features for eah luster:P (~x;~vC j on) = LXi=1 bi;nG(~x; ~xi;n;Xi;n)G(~vC ;~vi;n;Vi;n) (6)The training set used for the learning of the PDF P (~x;~vC j on) is a subset of thepitures that ontain the objet on. The training data is f~vtgt=1;Nt and f~xtgt=1;Ntwhere ~vt are the ontextual features of the piture t of the training set and ~xt isthe loation of objet on in the image. The model parameters are obtained usingthe EM algorithm [3,13℄. We used 1200 pitures for training and a separate set of1200 pitures for testing. The suess of the PDF in narrowing the region of thefous of attention will depend on the onsisteny of the relationship between theobjet and the ontext. Fig. 2 shows several examples of images and the seletedregions based on ontextual features when looking for ars and faes. From thePDF P (~x;~vC j on) we seleted the region with the highest probability (33% of theimage size on average). 87% of the heads present in the test pitures were insidethe seleted regions.5 Contextual seletion of objet appearane modelsOne major problem for omputational approahes to objet detetion is the largevariability in objet appearane. The lassial solution is to explore the spae ofpossible shapes looking for the best math. The main soures of variability in objetappearane are size, pose and intra-lass shape variability (deformations, style, et.).We show here that inluding ontextual information an redue at least the �rsttwo soures of variability. For instane, the expeted size of people in an imagedi�ers greatly between an indoor environment and a perspetive view of a street.Both environments produe di�erent patterns of ontextual features ~vC [8℄. Forthe seond fator, pose, in the ase of ars, there is a strong relationship betweenthe possible orientations of the objet and the sene on�guration. For instane,looking down a highway, we expet to see the bak of the ars, however, in a streetview, looking towards the buildings, lateral views of ars are more likely.The expeted sale and pose of the target objet an be estimated by a regressionproedure. The training database used for building the regression is a set of 1000images in whih the target objet on is present. For eah training image the target



Figure 4: Seletion of prototypial objet appearanes based on ontextual ues.objet was seleted by ropping a retangular window. For faes and ars we de�nethe � = sale as the height of the seleted window and the p = pose as the ratio be-tween the horizontal and vertial dimensions of the window (�y=�x). On average,this de�nition of pose provides a good estimation of the orientation for ars but notfor heads. Here we used regression using a mixture of gaussians for estimating theonditional PDFs between sale, pose and ontextual features: P (� j~vC ; on) andP (p j~vC ; on). This yields the next regression proedures [3℄:� = Pi �i;nbi;nG(~vC ;~vi;n;Vi;n)Pi bi;nG(~vC ;~vi;n;Vi;n) p = Pi pi;nbi;nG(~vC ;~vi;n;Vi;n)Pi bi;nG(~vC ;~vi;n;Vi;n) (7)The results summarized in �g. 3 show that ontext is a strong ue for sale sele-tion for the fae detetion task but less important for the ar detetion task. Onthe other hand, ontext introdues strong onstraints on the prototypial point ofviews of ars but not at all for heads. One the two parameters (pose and sale)have been estimated, we an build a prototypial model of the target objet. In thease of a view-based objet representation, the model of the objet will onsist ofa olletion of templates that orrespond to the possible aspets of the target. Foreah image the system produes a olletion of views, seleted among a databaseof target examples that have the sale and pose given by eqs. (7). Fig. 4 showssome results from this proedure. In the statistial framework, the objet dete-tion requires the evaluation of the funtion P (~vL jO; ~vC). We an approximate
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Figure 5: Shemati layout of the model for objet detetion (here ars) by inte-gration of ontextual and loal information. The bottom example is an error indetetion due to inorret ontext identi�ation.P (~vL jO; ~vC) ' P (~vL j on; �; p). Fig. 5 and 6 show the omplete hain of opera-tions and some detetion results using a simple orrelation tehnique between theimage and the generated objet models (100 exemplars) at only one sale. The lastimage of eah row shows the total objet likelihood obtained by multiplying theobjet salieny maps (obtained by the orrelation) and the ontextual ontrol ofthe fous of attention. The result shows how the use of ontext helps redue falsealarms. This results in good detetion performanes despite the simpliity of themathing proedure used.6 ConlusionThe ontextual shema of a sene provides the likelihood of presene, typial loa-tions and appearanes of objets within the sene. We have proposed a model forinorporating suh ontextual ues in the task of objet detetion. The main aspetsof our approah are: 1) Progressive redution of the window of fous of attention:the system redues the size of the fous of attention by �rst integrating ontextualinformation and then loal information. 2) Inhibition of target like patterns thatare in inonsistent loations. 3) Faster detetion of orretly saled targets thathave a pose in agreement with the ontext. 4) No requirement of parsing a seneinto individual objets. Furthermore, one one objet has been deteted, it anintrodue new ontextual information for analyzing the rest of the sene.AknowledgmentsThe author wishes to thank Dr. Pawan Sinha, Dr. Aude Oliva and Prof. WhitmanRihards for fruitful disussions.Referenes[1℄ Biederman, I., Mezzanotte, R.J., & Rabinowitz, J.C. (1982). Sene pereption: detet-ing and judging objets undergoing relational violations. Cognitive Psyhology, 14:143{177.
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