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Abstract— Ensuring the consistency and the availability
of replicated data in highly mobile ad hoc networks is
a challenging task because of the lack of a backbone
infrastructure. Previous works provide strong data guar-
antees by limiting the motion and the speed of the mobile
nodes during the entire system lifetime, and by relying
on assumptions that are not realistic for most mobile
applications.

In this paper we provide a small set of mobility
constraints necessary to ensure strong data guarantees.
Our constraints can be applied also to low density mobile
networks and to applications where the speed and the
motion of the mobile nodes are unknown and they can
change suddenly, such as vehicular networks. Our mobility
model allows us to implement a read/write atomic shared
memory that is able to guarantee data availability and
atomic consistency despite high node mobility and node
failures. Our implementation is provably correct and it
can be applied for instance to energy management and to
task coordination, as we show in the paper.

I. INTRODUCTION

Ensuring the availability and the consistency of shared
data is a fundamental task for many ad hoc mobile
network applications. For instance, nodes can share data
containing configuration information, which is crucial
for carrying out cooperative tasks. The shared data
can be used for example to coordinate the duty cycle
of mobile nodes to reduce energy consumption while
maintaining network connectivity. The consistency and
the availability of the data plays a crucial role in this case
since the loss of information regarding the sleep/awake
cycle of the nodes might compromise the network con-
nectivity. The consistency and availability of the shared
data is also relevant when tracking mobile objects, or
in disaster relief applications where mobile nodes have
to coordinate distributed tasks without the aid of a
fixed communication infrastructure. This can be attained
via read/write shared memory: each node maintains a
copy of the shared memory (e.g., containing rescue
information or data regarding the damage assessment),

and dynamically updates it by issuing write operations.
Also in this case it is important that the data produced by
the mobile nodes does not get lost, and that each node is
able to retrieve the most up–to–date information. Strong
data consistency guarantees can be applied also to road
safety, detection and avoidance of traffic accidents or
safe driving assistance.

The atomic consistency guarantee introduced by Her-
lihy and Wing [9], is the most common data guarantee
used in distributed systems because it ensures that the
distributed operations (e.g., read and write operations)
performed on the shared memory are ordered consis-
tently with the natural order of their invocation and
response time, and that each local copy reflects such an
order. Intuitively, this implies that each node is always
able to retrieve the most up-to-date copy. The imple-
mentation of a fault-tolerant atomic read/write shared
memory represents a challenging task in highly mobile
networks because of the lack of a fixed infrastructure,
or nodes that can serve as a backbone. In fact, it is hard
to ensure that each write request reaches a sufficiently
large subset of nodes (in order to be retrieved), if nodes
move over time according to unknown speed and paths.

The focal point model introduced by Dolev et al. in
[4], provides a first answer to this challenge since it
masks the dynamic nature of mobile ad hoc networks
by a static model. More precisely, it associates abstract
mobile nodes to fixed geographical locations called focal
points. According to this model, a focal point is active at
some point during the system lifetime if its geographical
location contains at least one active mobile node. As a
result, a focal point becomes faulty when each mobile
node populating that region leaves it or crashes. The
merit of this model is to study node mobility in terms of
failures of static focal points, and to design coordination
protocols for mobile networks in terms of static abstract
nodes. The latter task is clearly easier than the former.
However, the model proposed in [4] assumes that only
a fraction of focal points can become faulty during the



entire system lifetime. This implies that only a fraction
of geographical subregions can become empty at some
point during the system lifetime. Clearly, this assumption
poses strong limitations on the motion of the mobile
nodes over the system lifetime, and on the density of
the network. Moreover, this condition is very difficult
to ensure in mobile sparse networks where a node
can trigger a focal point failure each time it leaves a
focal point region to join another one. Note that the
implementation of a read/write atomic shared memory
proposed in [4] relies on these assumptions and therefore
it is not resilient to high mobility.

In this paper we investigate a small set of mobility
constraints that are necessary to ensure strong data
guarantees. We employ the focal point model [4], which
allows us to study node mobility in terms of focal point
failures and to apply fault-tolerant techniques. Our goal
is to devise mobility conditions that are sufficient to
derive strong data guarantees and that are still realistic
for applications involving high mobility, such as disaster
relief applications or vehicular applications. In these
applications nodes move according to unknown paths
and speed. The key idea of our proposal consists of
transforming the problem of tolerating high node mobil-
ity into the problem of tolerating continuous focal point
failures, and applying fault–tolerance techniques, such
as proactive recovery. In contrast with [4], our goal is to
tolerate an unlimited number of focal point failures, that
is to allow mobile nodes to move according unknown
paths and speed. More precisely, our mobility model
does not impose any limitation on node mobility during
the system lifetime but during a time interval that is equal
to the maximum round trip delay τ between any two
nodes. Our mobility constraint depends on a parameter
representing the minimum coverage of the nodes across
the geographic system area. Note that this condition
is weaker than assuming a specific node density for
the system since some geographic subregions be more
populated than others or they can be empty. As a result,
our model allows higher node mobility with respect to
previous work [4], and it is more realistic.

As mentioned before, our mobility model allows us
to implement a read/write atomic shared memory that
is resilient to high node mobility and node failures. It
is built on top of the focal point model and tolerates
unbounded focal point failures over the system lifetime.
A key idea to guarantee the robustness of our imple-
mentation (data availability and atomic consistency) is
represented by the recovery of the focal point after
a failure. Our recovery protocol allows a previously

faulty focal point to become active by retrieving the
most up–to–date copy of the shared memory. Note that
since the motion of the mobile nodes is continuous
over time, nodes can leave a geographical subregion and
join another one thus causing continual failures of the
focal points. Therefore, it is crucial for the availability
of the data that each focal point successfully recovers
their state, and that at any time in the execution there
is a sufficient number of active focal points. In fact, if
the failure rate of the focal points exceeds the recovery
rate at some point in the execution, the system can fall
into a stale condition where the number of active focal
points is not sufficient for the recovery to complete. In
this case the data becomes unavailable. As a result, the
availability of the data is strictly related to the liveness
of the recovery protocol, and to its response time. The
fact that our mobility constraints are easier to guarantee
in a real setting, contributes to enhancing the robustness
of our implementation and make it more practical.

Our contributions can be summarized as follows:

• We propose a small set of mobility constraints
necessary to ensure strong data guarantees in highly
mobile networks. These conditions are easier than
previous work to guarantee in real mobile applica-
tions since they do not limit the motion of the nodes
during the entire system lifetime.

• We propose an implementation of a read/write
atomic shared memory based on our model, that
is resilient to high node mobility and node failures.
Our implementation guarantees data availability and
atomic consistency, and it is provably correct. It is
built on top of a novel implementation of the focal
point, which is probabilistic and reduces the amount
of communication and collisions relative to a focal
point region.

• We briefly show how our implementation can be
applied to energy management.

Structure of the paper. In Section II we compare
our proposal with previous work, and in Section III
we describe our system model, which consists of two
abstractions: the node layer abstraction and the appli-
cation layer abstraction. Section IV illustrates briefly
our implementation of the focal point. In Section V
we illustrate our mobility model, and in Section VI
we briefly describe our implementation of a read/write
atomic shared memory. In Section VII we apply our
results to energy management, and then conclude by
discussing future extensions.



II. RELATED WORKS

As mentioned in the Introduction, our work uses the
focal point model proposed by Dolev et al. [4] which
associates abstract mobile nodes to fixed geographical
locations. However, they consider a weak mobility model
that imposes strong limitations on the node motion and
density over the entire system lifetime. This model is
not realistic for most mobile applications and for low
density networks. Our implementation relaxes these as-
sumptions, and assumes arbitrary node motion. Note that
our work does not rely on reconfigurations to guarantee
fault–tolerance in highly mobile settings as in [6]. This
leads to a simpler and more efficient implementation,
features that are important in sensor networks due to
their limited energy source.

Several solutions have been proposed for data dissem-
ination in mobile ad hoc networks [8], [16], [19], [20].
However, their perspective is different than ours since
they do not provide strong data consistency guarantees,
such as atomic consistency and data availability. On the
other side, some of these works [18], [20] addresses the
problem of network partitions which we do not consider
at this stage. Some of these proposals use node mobility
to deliver information opportunistically: mobile nodes
can exchange information when they meet [22], or move
to deliver messages [18], thus improving the network
connectivity.

III. SYSTEM MODEL

In this section we describe our system model which
consists of two abstractions: a node layer abstraction
consisting of mobile nodes, and an application layer
abstraction built on top of the node layer. These abstrac-
tions share some similarities with [4].

A. Node layer abstraction

Our model consists of a bounded region G of a
two-dimensional plane, populated by a dynamic set of
mobile nodes. The mobile nodes can move on any
continuous path in G, and may fail at any time due to
battery depletion or physical damage. They communicate
with their neighbors through radio broadcast medium.
We assume that each mobile node has a clock that is
synchronized, and that each node is aware of its current
position. This can be ensured by equipping the node with
a GPS, or by applying location services such as [23].

Let us denote the physical broadcast radius of the
nodes by r. We assume a reliable broadcast service,
called the LBcast service, built on top of the physical ra-
dio broadcast. The broadcast radius of the LBcast service

is equal to r. Note that by doing that we assume symmet-
ric and reliable radio links. Although both assumptions
are not entirely realistic, recent publications [25], [24]
have proposed solutions for providing reliable broad-
cast in case of node mobility, and have shown that
careful neighborhood management and retransmissions
can provide loss rates as low as 1-2 percent in sensor
networks, which should be sufficient for our purposes.
We denote by d the maximum transmission delay of
the LBcast service. Therefore, after d time units each
neighbor receives any broadcast message.

We consider a set of geographical subregions of G,
called focal point regions, populated by mobile nodes. A
mobile node is in a focal point region at a certain time if
its position falls in that region. As mentioned above, our
focal point model diverges from [4] for its underlying
geometry. For instance, while the focal point regions
proposed in [4] are defined as non–intersecting regions
of G, our focal point regions intersect. As shown in
Section V-A, this assumption makes our implementation
resilient to high node mobility and low density. We
define the diameter of a closed geographic region A ⊂
R2 of the plane, as the maximum Euclidean distance
between any two points in A, and denote by C(P, c)
the disk whose center is point P and radius c ∈ R.
The proximity region Prox(A, ν) of width ν of a closed
region A with ν ∈ R, is defined as follows:

Prox(A, ν)=
{
P : [P ∈ G \A] ∧ [C(P, ν) ∩A 6= ∅]

}
It consists of points in G \ A whose distance from the
border of A does not exceed ν. The proximity region
is important to justify our failure model in case of high
node mobility and low density (see Section V-A). We
define now the focal point region and the n–region
vector.

Definition 1: A focal point region of G and ν ≥ 0, is
a closed geographic region contained in G and whose
diameter does not exceed r − 2ν. A n–region vector
〈G1, . . . , Gn〉 for G and ν is a vector of n–focal–point
regions of G such that G =

⋃n
i=1 Gi.

Figure 1 graphically illustrates an example of focal
point regions, more specifically a 28-region vector. The
geographic system region G is partitioned into a square
grid of focal point regions. The proximity region of the
focal point region P is the surrounding section indicated
in Figure 1.

Note that there is a strict connection between ge-
ometric properties and underlying mobile nodes. For
instance, since the diameter of a focal point region does



Fig. 1. Focal points.

not exceed r, all mobile nodes in a focal point region
can communicate each other. Definition 1 implies that
each mobile node is always contained in at least one of
the focal point regions G1, . . . , Gn. Clearly, for a given
choice of G, n and ν there might exist more than one
n–region vector depending on the geometry of the focal
point regions (e.g., disk, square).

Fig. 2. Example of focal point.

An example: we can apply our model to vehicular
networks. In this case the system region G is the union
of the roads of a given geographical area. The focal point
region is represented by road segments. Figure 2 shows
two focal point regions A and B and their proximity
region of width ν, and a car traveling in the proximity
regions of A and B.

B. Application layer

The application layer is built on top of the node layer
and consists of the following abstractions:
(1) A set of stationary focal points F1, . . . Fn such that
each Fi associates its focal point region Gi to the mobile
nodes contained in Gi. Each focal point can be in one of
the following modes: inactive if there are no correct
nodes in Gi, recov if a node has joined its empty region
Gi, and active otherwise. We say that Fi is adjacent
to Fj if its associate focal point region Gi is adjacent to
Gj . For instance, in Figure 1 P is an active focal point
and Q is a faulty one.
(2) A set of mobile client nodes C1, C2, . . . , Cj , . . . each
associated with at least one focal point at any time in
the execution. Each client can be in one of the following

modes: inactive, active and recov. At any time only
a finite number of clients can be in mode active or
recov. This implies that mobile nodes can be replaced
when they run out of battery.
(3) A virtual communication service VLBcast for Fi and
Cj , built on top of the LBcast service and parameterized
by radius R > r and by the maximum round-trip delay
τ . It allows them to communicate to a focal point using
the adjacency of the focal point regions. Similarly to the
LBcast service, the VLBcast service guarantees reliable
delivery. It satisfies the following connectivity property:
a focal point Fi (or client) is connected to Fj via
VLBcast during [t, t+δ] with δ > 0, if there exists a path
of client nodes C0, . . . , Cj , . . . Ck during that interval,
such that Ci+1 is within the radio broadcast of Ci for
any 1 ≤ i < k, and such that C0 is contained in Gi and
Ck in Gj .

In [4] a focal point Fi is faulty at time t if its location
Gi contains no active client node at time t. However,
this definition seems incomplete since it does not take
into account the connectivity of the network. In fact, by
active focal point we mean a focal point that is able
to participate to the protocols. However, according to
the previous definition Fi can be active but unable to
communicate with other focal points (e.g., because its
adjacent focal points they are all faulty). For this reason,
we use the following definition:

Definition 2: A stationary focal point Fi is faulty at
time t if Gi does not contain any active client node or
if it is not connected to M focal points where M is a
network implementation-dependent parameter contained
in (1, n).

As a result, at any time Fi is in one of the following
modes: (1) faulty, according to Definition 2, (2) recov,
if at least one active client node enters an empty focal
point region Gi, or its connection is recovered, and Fi

is in the process of recovering its state, (3) active,
otherwise.

IV. IMPLEMENTING FOCAL POINTS

In this section we briefly describe our implementation
of focal points for a shared read/write memory. As men-
tioned in the Introduction, each mobile node maintains
a copy of the shared memory. Our goal is to “collapse”
all the mobile nodes contained in a focal point region
Gi at time t into a virtual static node associated to Gi.
Note that the local copies of the mobile nodes contained
in Gi must be consistent in order to achieve that. This
can be guaranteed by using the geometry of the focal



point regions and the reliability of the LBcast service
(see Section III).

The underlying mobile nodes contained in Gi can
follow different strategies each time a read/write request
reaches Gi via the VLBcast service. A naive approach
requires that each node in Gi replies. This approach
is energy-consuming since the number of broadcasts
performed is equal to the number of nodes currently
contained in Gi, and it is likely to cause message
collisions. An alternative implementation that addresses
both problems relies on a leader node that is elected
locally among the nodes contained in Gi at that time.
However, this strategy involves a noticeable overhead
especially in case of node mobility.

Our approach is probabilistic. Upon receiving a mes-
sage each node waits for a random delay c before
performing a broadcast, where c is uniformly chosen
at random in [0,Λ], and Λ is a network parameter
(e.g., much larger than the maximum expected number
of nodes in a focal point region). More precisely, a
mobile node transmits a message m at time c only
if none of its neighbors has transmitted m yet. This
simple approach reduces the number of transmissions
and collisions without the overhead of maintaining a
leader since a node transmits only if required. However,
this is done at the cost of higher communication latency
of the VLBcast service.

The join protocol, run by each node upon entering
a focal point region, is very important to determine the
recovery of a focal point. A mobile node C triggers a
recovery as soon as it passes the proximity region and
enters into an empty focal point region (previous faulty
region). More precisely, as soon as client C enters a new
region Gi, it broadcasts a join request via LBcast, and
waits for a reply. Since the LBcast service guarantees
reliable delivery, if C does not receive any reply message
within Λ+d time units, where d is the time critical path
for the LBcast service defined in Section III, it triggers
a focal point recovery.

V. OUR MOBILITY MODEL

As mentioned in the Introduction we transform the
problem of ensuring data consistency in case of high
node mobility into the problem of ensuring data consis-
tency in case of continuous static node failures (failures
of the stationary focal points). Therefore, we tolerate
high node mobility and unknown node motion and speed
by tolerating a continuous and an unbounded number of
focal point failures. Clearly, in order to derive strong data
guarantees we need to define conditions regarding the

failure rate of the focal points. In the following section
we describe our failure model, and then discuss node
mobility in the case of low density networks.

A. Focal point failure model

We tolerate an unbounded number of focal point
failures by limiting the number of failures that can
occur during a small time interval. Note that limiting the
number of faulty focal points at any time is not sufficient
to guarantee data availability since a focal point recovery
completes only if a sufficient number of active focal
points remains available during the time interval elapsed
between its invocation and response time. Therefore,
in order to guarantee data availability we need also
to bound the failure rate between the invocation and
response time of any distributed operation. In fact, if
the failure rate exceeds the recovery rate at some point,
the system can fall into a stale condition where focal
points cannot complete their recovery. This case violates
the availability of the data.

Our failure model is parametric in the maximum
number f of failures that are tolerated by the system.
This parameter depends on the specific implementation
and it varies in [0, n−3). We refer the reader to [17] for
further details.

- A1: at any time, there are at most f faulty focal
points.

- A2: at most α focal point failures can occur during
τ time units, where α ≥ 1.

Although these assumptions look very similar, they
are different in nature. In fact, assumption A1 regards a
snapshot of the system taken at a specific point in time. It
provides an upper bound f on the number of faulty focal
points present in the system at any time. This assumption
is related to the geographical coverage of the mobile
nodes in G since it assumes the existence of n−f active
and recovering focal points. Note that this condition
does not imply that nodes are uniformly distributed in
the remaining n− f regions since some subregions can
be highly populated and others could contain only one
mobile node. Assumption A1 says that the mobile nodes
cover at any time at least n−f

n fraction of the system
region G and that n− f subregions are connected. This
assumption seems realistic for mobile applications where
a majority of nodes move approximately according to
some pattern or are task-driven (e.g., disaster relief
applications, or monitor of animals such as herd). Note
that at this stage of the work we do not consider network
partitions.



Assumption A2 provides an upper bound on the failure
rate during τ time units, which is the maximum round-
trip delay between any two nodes. This assumption is
related to the density of the mobile nodes and their
maximum speed. In fact, the probability that an active
focal point Fi fails during τ time units is equal to the
probability that each node contained in Gi crashes, or
leaves the region during those τ time units. Therefore,
if the speed of the mobile nodes is bounded by [0, a

τ ],
then the probability that Fi fails during τ time units is
smaller than the probability that Gi contains only one
node, which is at distance smaller than a from the border
of Gi.

B. Sparse networks

Assumption A2 is reasonable in most mobile net-
works, but it could be invalidated in case of sparse
networks. (e.g., a mobile node travels across the bor-
der of some focal point region, thus causing frequent
failures.) This occurs if during τ time units the only
mobile node contained in Gi crosses more than α times
the border of some focal point region leaving more than
α empty subregions. This problem can be solved using
the proximity regions defined in Section III. In fact, if the
maximum speed of the node is a

τ , then we can consider
a set of proximity regions with ν = a.

SQ

P

Fig. 3. Mobile nodes in the proximity regions.

According to our model each mobile node in a prox-
imity region can communicate with each node in Gi and
in any adjacent region. Therefore, if a node C contained
in Gi leaves Gi and joins its empty adjacent region Gj ,
then C does not trigger a failure of Fi and a recovery of
Fj if it is in Prox(Gi, a). Figure 3 graphically illustrates
the motion of two nodes during τ time units. The node
motion is indicated by black arrows. The node previously
contained in the focal point region of P enters first into
the proximity region of P and then changes direction.
Note that in both cases the node does not trigger any
focal point recovery. The other node is initially contained

in the proximity region of Q (it has not triggered yet
a recovery of S). It triggers a recovery of S only upon
leaving the proximity region of Q. In Figure 2 of Section
III, focal point A remains active until the car leaves its
proximity region.

VI. IMPLEMENTING A READ/WRITE ATOMIC

MEMORY

In this section we briefly sketch our implementation
of a read/write atomic shared memory. The read/write
protocols are similar to [4]. Each mobile node maintains
a copy of the state s associated to shared variable x,
which is a compound object containing the value s.val
of x, the timestamp s.t representing the time at which
a client issued update s.val, and a confirmed tag that
indicates if s.val was propagated correctly. Each node
can issue write, read and recovery operations. A
new state is generated each time a client issues a write
operation. A client requesting a write v computes a new
state s consisting of value v and the current timestamp,
and sends the new state s to each focal point (or to a
subset). Upon receiving a write request, each non–faulty
focal point (including recovering) replaces its state with
the new state s only if the timestamp of s is higher
than the timestamp of its local copy. A client issuing a
read operation, requests a copy of focal point state from
the other focal points (or from a subset), and computes
the state with highest timestamp. As a result, the state
remains unchanged during read or recovery operations.
A recovery operation is treated as a read operation.

We have shown in [17] that our implementation satis-
fies data availability and atomic consistency: each mobile
node is always able to retrieve the most up–to–date
copy of the shared variable (the copy reflecting the last
completed update). The main difficulty of our proposal
consists of proving the data availability and the atomic
consistency since these two properties strictly depend on
each others. We broke this tie by having each node reply
to a recovery request with its local state, and by proving
first data availability. Due to space limitation we refer
the reader to [17] for further details and for proofs.

Theorem 1: Our implementation of atomic read/write
shared memory guarantees data availability and satisfies
atomic consistency.

Note that since ensuring atomic consistency across the
entire network can be energy-consuming, we can apply
our implementation only to subregions of interest.



VII. AN APPLICATION: ENERGY MANAGEMENT

In this section we briefly sketch an application of our
implementation of a read/write atomic shared memory
that can be used to conserve energy in sensor networks.

Let us consider a sensor network where sensor nodes
move over time within a geographic region G (e.g.,
sensors are placed on moving objects or animals, such
as in ZebraNet [26]). We consider a n–region vector
〈G1, . . . , Gn〉 of G. Each sensor node maintains a n–
vector V such that V [i] contains information associated
to the focal point region Gi. More precisely, V [i] is a
record consisting of two fields: V [i].e represents the sum
of the energy budget of the nodes containing in Gi at
that time, and V [i].r is a real number representing the
compound reliability of the nodes containing in Gi (e.g.,
it is equal to 1 minus the probability that each node
containing in Gi will fail in the next Γ time units, that
is 1−Πm∈Gi

P(m fails)). Note that V [i].e represents the
energy availability associated with the focal point Pi and
V [i].r its reliability. Clearly, the information contained in
V [i] changes over time since nodes enter end leave focal
point regions. Our implementation of a read/write atomic
memory guarantees the correctness of the V vector. More
precisely, each time a mobile node leaves a focal point
region Gj and joins an adjacent region Gi it performs
a write/read operation. It broadcasts a join message
along with its energy budget. Each node contained in Gi

and Gj update entries V [i] and V [j]. Then, the head of
Pi performs a write operation to propagate the updated
V [i] and V [j] to the other focal points.

Note that the information contained in vector V can
be applied to a number of critical network tasks. It
can be used to coordinate the low duty cycle of mobile
nodes and ensure network connectivity, or to improve
the energy management of the network, thus routing
messages through focal points that have higher energy
budget. In addition, this strategy can be used to improve
the robustness of communications when routing paths
are chosen according to the resiliency of the focal points.
Moreover, the information contained in vector V can be
used to study the distribution of the mobile nodes (e.g.,
in ZebraNet the behavior of zebras).

VIII. CONCLUSIONS AND FUTURE EXTENSIONS

We have investigated a minimum set of mobility
constraints that are necessary to ensure strong data guar-
antees in highly mobile networks. Our mobility model
improves previous work for relaxing assumptions on
the motion and speed of the nodes during the system
lifetime. We proposed an implementation of atomic

read/write memory based on our mobility model, which
is provably correct.

There are several extensions that can be built on
top of these results, as illustrated in [17]. For instance,
our mobility model can be employed to design quorum
systems [11] that are resilient to high node mobility. In
[17] we provide a condition for quorum systems that is
necessary to guarantee data availability and data consis-
tency and that shows that quorum systems designed for
static networks cannot guarantee strong data consistency
guarantees in the presence of high node mobility. The
design of quorum systems resilient to node mobility
can clearly reduce the amount of transmissions and
improve the load balancing, thus improving the energy
consumption.
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