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Abstract

We demonstrate an English/Chinese bilingual
weather information system that is configured
as both a conversational partner and a tutor for
foreign language (L2) students to practice con-
versational skills.

1 Introduction

The main components to language learning are reading,
writing, listening and speaking. While it is possible for
diligent students to gain adequate proficiency in the first
three areas, the goal of improving conversational skills
cannot be achieved by simply working hard. This is
mainly due to the lack of a proper environment and ad-
equate opportunity to practice speaking.

Over the past 15 years, members of the Spoken Lan-
guage Systems group at MIT have been developing multi-
lingual spoken conversational systems typically support-
ing access to on-line information sources. We have long
believed that such systems could benefit foreign language
learning, because conversational interaction is a critical
part of acquiring fluency, and the computer provides an
entertaining and non-threatening environment.

2 Technical Challenges

Dialogue systems for language tutoring pose additional
challenges compared to systems used for information ac-
cess. Above all, speech recognition of non-native speech
is a difficult problem. Frequent recognition and under-
standing failures can easily frustrate the student and make
the dialogue interaction unappealing. In the absence of
non-native speech data to adapt the acoustic models, we
adopted two strategies to address this problem. The first
strategy is to customize the speech recognizer for fo-
cused lesson plans, and re-generate the recognizer lan-
guage model for different lessons. In this way, the recog-
nition system will have a constrained search space, and
hence a better chance to understand the input correctly.
Our second strategy is to provide the ability to gener-
ate high-quality translations for speech inputs produced

in the native language, to provide L2 students with im-
mediate assistance when they have difficulty expressing
themselves in the new language. With this assistance,
their conversation with the computer can progress even
before they have sufficient proficiency in the foreign lan-
guage.

Our translation framework is based on an interlingual
approach, which is shared with the dialogue system de-
velopment. Our goal is to obtain extremely high qual-
ity translation, which can be achieved if the domain is
sufficiently restricted. Given an input sentence, a parse
tree is derived and critical elements in the parse tree are
extracted. The resulting semantic frame can be used to
generate key-value information for the dialogue system,
and to generate a sentence in the original language (para-
phrasing) or in a different language (translation). The
generation is controlled by a set of rules, which can be
fine-tuned by experts to achieve high quality.

In order for our approach to succeed, the grammar
used for parsing must satisfy the following requirements:
first, it must be able to capture detailed linguistic con-
structs of the input sentence, to ensure an accurate trans-
lation; and second, it must be easily adaptable for differ-
ent lessen plans. Our solution is to construct a generic
core grammar that is linguistically rich and easily adapt-
able for different domains within the dialogue interaction
scenario. The grammar is induced semi-automatically,
making heavy use of existing resources such as several
grammars developed for various application domains, as
well as speech corpora collected using those systems.
The core grammar contains top-level rules specifying de-
tailed syntactic structure, with part-of-speech nodes to be
expanded into words or word classes specific to an appli-
cation domain. Parse rules for general semantic concepts
such as dates and times are organized into sub-grammars
that are easily embedded into any applications. Phrases
for sub-grammars are also extracted from existing speech
transcripts, which can be re-used to train a statistical lan-
guage model for the new domain (Seneff et al., 2003).



User asks in Chinese:
System replies in Chinese:

User asks in English:

System translates into Chinese:
User imitates in Chinese:
System replies in Chinese:

User requests translation:
System translates:

bol shi4 dun4 ming?2 tianl hui4 xia4 yu3 ma5?

(Is it going to rain in Boston tomorrow?)

tianl gi4 yu4 bao4 ming2 tianl bo1l shi4 dun4 mei2 you3 yu3.

(The forecast calls for no rain in Boston tomorrow.)

What is the temperature?

gi4 wenl shi4 duol shao5?

gi4 wenl shi4 duol shao5?

bol shi4 dun4 ming?2 tian1, zui4 gaol qi4 wenl er4 she4 shi4 du4,
ming2 tianl ye4 jian1, zui4 dil qi4 wenl ling2 xia4 wu3 she4 shi4 du4.
Could you translate that?

In Boston tomorrow, high 2 Celsius, tomorrow night, low -5 Celsius.

Figure 1: An example dialogue interaction between the user and the system. Chinese inputs are represented using
tone-marked pinyin. English translation of Chinese sentence is provided in parentheses.

3 System Overview

In our initial effort, we have chosen to focus on the sce-
nario of an American learning Mandarin Chinese. Built
upon our multilingual Jupiter weather information sys-
tem (Zue et al., 2000; Wang et al., 2000), we have config-
ured a system which is capable of interacting with a user
on weather related questions. When the student asks a
question in Chinese, the system will provide an answer in
Chinese. When the student asks a question in English, the
system will try to provide a Chinese translation of the in-
put sentence. The student could then imitate the Chinese
translation and obtain an answer back. The student could
also explicitly request the system to repeat or to translate
a piece of information. The system is able to keep track
of the proper dialogue context, despite the digressions in
the dialogue interaction. The system also echoes a para-
phrase of the recognized user input in the same language,
before responding to the user query, which is helpful to
keep the user aware of any recognition errors. A novel
use of our translation capability is to automatically gen-
erate Chinese queries from a large existing corpus of En-
glish utterances in the weather domain, to provide lan-
guage model training for the Chinese recognizer.

Another feature of our system is the capability to sup-
port seamless switching between the two input languages.
We believe that it is much more natural than the alterna-
tive strategy, which is to use some kind of meta command
(verbal or via the telephone keypad) to explicitly request a
switching of input language (and hence, the recognizer).
Language switching is achieved by joining the acoustic
models and search spaces of English and Chinese recog-
nizers and simultaneously decoding both the words and
the language (Hazen et al., 2001).

Figure 1 illustrates an example dialogue between the
user and the system. The system also echoes a paraphras-
ing of each recognized user input in the same language,
which is omitted from the figure for simplicity.

4 Future Work

In order to make dialogue systems a viable tool for im-
proving conversational skills, we must make our underly-
ing technologies highly portable, so that systems special-
izing in different lesson plans can be rapidly configured.
We have made some progress towards making the gram-
mar and dialogue manager more generic. However, much
work remains to be done in natural language generation
and high-quality speech synthesis.

We plan to expand the conversational domains and col-
lect data from real L2 students interacting with our sys-
tems. These data can be used to improve and evaluate
system performance, especially in the area of automatic
recognition of non-native spontaneous speech. Further-
more, these data are valuable for developing algorithms
to automatically assess pronunciation and other aspects
of speech production.
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