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e Manual: Transcription by human.
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word 42.5 40.1 1. incoming energy sunlight that is retlected off that surtace 1. the amount of solar radiation energy from the sun ab-
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1. For manual, 1-hop sentence-level attention performed the best

o The model selects key phrases related to the definition in hop1, and composes them to more high-level definition in hop2.
2. For ASR, 2-hop phrase-level attention has the highest accuracy

3. Performance of ASR is just slightly lower than manual
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SOURCE CODE

The source code and TOEFL Listening Comprehension Test dataset is available at: https://github.com/sunprinceS/Hierarchical-Attention-Model
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