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Abstract

Many real prediction tasks such as molecular property prediction require ability to extrapolate to unseen domains. The success in these tasks typically hinges on finding a good representation. In this paper, we extend invariant risk minimization (IRM) by recasting the simultaneous optimality condition in terms of regret, finding instead a representation that enables the predictor to be optimal against an oracle with hindsight access on held-out environments. The change refocuses the principle on generalization and doesn’t collapse even with strong predictors that can perfectly fit all the training data. Our regret minimization (RGM) approach can be further combined with adaptive domain perturbations to handle combinatorially defined environments. We evaluate our method on two real-world applications: molecule property prediction and protein homology detection and show that RGM significantly outperforms previous state-of-the-art domain generalization techniques.

1 Introduction

Training data in many emerging applications is necessarily limited, fragmented, or otherwise heterogeneous. It is therefore important to ensure that model predictions derived from such data generalize substantially beyond where the training samples lie. For instance, in molecule property prediction [31], models are often evaluated under scaffold split, which introduces structural separation between the chemical spaces of training and test compounds. In protein homology detection [28], models are evaluated under superfamily split where entire evolutionary groups are held out from the training set, forcing models to generalize across larger evolutionary gaps.

The key technological challenge is to be able to estimate models that can extrapolate beyond their training data. The ability to extrapolate implies a notion of invariance to the differences between the available training data and where predictions are sought. A recently proposed approach known as invariant risk minimization (IRM) [4] seeks to find predictors that are simultaneously optimal across different such scenarios (called environments). Indeed, one can apply IRM with environments corresponding to molecules sharing the same scaffold [6] or proteins from the same family [11] (see Figure [1]). However, this is challenging since, for example, scaffolds are substructure descriptors (combinatorially defined) and can often uniquely identify each example in the training set. Another difficulty is that IRM collapses to empirical risk minimization (ERM) if the model can achieve zero training error across the environments – a scenario typical with over-parameterized models [34].

To address these difficulties we propose a new method called regret minimization (RGM). This new approach seeks to find a feature-predictor combination that generalizes well to unseen environments. We quantify generalization in terms of regret that guides the feature extractor $\phi$, encouraging it to focus on information that enables generalization. The setup is easily simulated by using part of the training set as held-out environments $E_e$. Specifically, our regret measures how feature extractor $\phi$ enables a predictor $f_{-e} \circ \phi$ trained without $E_e$ to perform well on $E_e$ in comparison to an oracle $f_e \circ \phi$ with hindsight access to $E_e$. Since our regret measures the ability to predict, it need not collapse even with powerful models. To handle combinatorial environments, we appeal to domain perturbation and introduce two additional, dynamically defined environments. The perturbed environments operate...
over the same set of training examples, but differ in terms of their associated representations $\phi(\cdot)$. The idea is to explicitly highlight to the predictor domain variability that it should not rely on.

Our method is evaluated on both synthetic and real datasets such as molecule property prediction and protein classification. We illustrate on the synthetic dataset how RGM overcomes some of the IRM challenges. On the real datasets, we compare RGM with various domain generalization techniques including CrossGrad [29], MLDG [20] as well as IRM. Our method significantly outperforms all these baselines, with a wide margin on molecule property prediction (COVID dataset: 0.654 versus 0.402 AUC; BACE dataset: 0.590 versus 0.530 AUC).

2 Related Work

Domain generalization (DG) Unlike domain adaptation [9,7], DG assumes samples from target domains are not available during training. DG has been widely studied in computer vision [16, 26, 19, 22, 23], where domain shift is typically caused by different image styles or dataset bias [18]. As a result, each domain contains fair amount of data and the number of distinct domains is relative small (e.g., commonly adopted PACS and VLCS benchmarks [12, 19] contain only four domains). We study domain generalization in combinatorially defined domains, where the number of domains is much larger. For instance, in a protein homology detection benchmark [14, 28], there are over 1000 domains defined by protein families. Our method is related to prior DG methods in two aspects:

• Simulated domain shift: Meta-learning based DG methods [20, 5, 21, 24, 10] simulate domain shift by dividing source domains into meta-training and meta-test sets. They seek to minimize model’s generalization error on meta-test domains after training on meta-training domains. Similarly, our formulation also creates held-out domains during training and minimizes model’s regret. However, our objective enforces a stronger constraint: we not only minimizes model’s generalization error on held-out domains, but also require it to be optimal, i.e., performing as well as the best predictor trained on held-out domains.

• Domain augmentation: CrossGrad [29] augments the dataset with domain-guided perturbations of input examples for domain generalization. Likewise, Volpi et al. [30] augments the dataset with adversarially perturbed examples served as a fictitious target domain. Our domain perturbation method in §4 is closely related to CrossGrad, but it operates over learned features as our inputs are discrete. Moreover, our domain perturbation is only used to compute regret in our RGM objective. Different from data augmentation, our predictor is not directly trained on the perturbed examples.

Learning invariant representation One way of domain extrapolation is to enforce an appropriate invariance constraint over learned representations [27, 15, 4]. Various strategies for invariant feature learning have been proposed. They can be roughly divided into three categories:

• Domain adversarial training [15] enforces the latent representation $Z = \phi(X)$ to have the same distribution across different domains (environments) $E$. If we denote by $P(X|E)$ the data distribution in environment $E$, then we require $P(\phi(X)|E_i) = P(\phi(X)|E_j)$ for all $i \neq j$. With some abuse of notation, we can write this condition as $Z \perp E$. A single predictor is learned based on $Z = \phi(X)$, i.e., all the domains share the same predictor. As a result, the predicted label distribution $P(Y)$ will also be the same across the domains. This can be problematic when the training and test domains have very different label distributions [35].
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\begin{itemize}
  \item \textit{Conditional domain adversarial network} \cite{25} \cite{23} instead conditions the invariance criterion on the label, i.e., \( P(\phi(X)|E, Y) = P(\phi(X)|Y) \) for all \( E \) and \( Y \). In other words, we aim to satisfy the independence statement \( Z \perp E | Y \). The formulation allows the label distribution to vary between domains, but the constraint remains too restrictive about the latent representation. To illustrate this, consider a simple case where the domains share the same image space and differ only in terms of proportions of different styles of images. These style proportions play roles analogous to label proportions in domain adversarial training. Hence, the only way to achieve \( Z \perp E | Y \) would be if the proportions were the same across domains.
  
  \item \textit{Invariant risk minimization} (IRM) \cite{3} seeks a different notion of invariance, focusing less on aligning distributions of latent representations. The IRM principle requires that the predictor \( f \) operating on \( Z = \phi(X) \) is simultaneously optimal across different environments. The associated conditional independence criterion is \( Y \perp E | Z \). In other words, knowing the environment should not provide any additional information about \( Y \) beyond the features \( Z = \phi(X) \). The distribution of labels can differ across the environments. However, IRM tend to collapse to ERM when the model is over-parameterized and capable of perfectly fitting the training set (see \S 3).
\end{itemize}

### 3 Domain extrapolation via regret minimization

The IRM principle provides a useful way to think about domain extrapolation but it does not work well with strong predictors. Indeed, a zero training error reduces the IRM criterion to standard risk minimization or ERM. The main reason for this collapse is that the simultaneous optimality condition in IRM is not applied in a predictive sense (as regret). To see this, consider a training set \( \mathcal{D} \) divided into \( n \) environments \( \mathcal{E} = \{ E_1, \cdots, E_n \} \). Let \( \mathcal{L}^e(f \circ \phi) = \sum_{(x,y) \in E} \ell(y, f(\phi(x))) \) be the empirical loss of predictor \( f \) operating on feature representation \( \phi \), i.e., \( f \circ \phi \), in environment \( E_e \). The specific form of the loss \( \ell \) depends on the task. IRM finds \( f \) and \( \phi \) as the solution to the constrained optimization problem:

\[
\min_{\phi,f} \mathcal{L}(f \circ \phi) \quad \text{s.t.} \quad \forall e : f \in \arg \min_{f'} \mathcal{L}^e(f' \circ \phi) \tag{1}
\]

where \( \mathcal{L}(f \circ \phi) = \sum_e \mathcal{L}^e(f \circ \phi) \). The key simultaneous optimality constraint can be satisfied trivially if the model achieves zero training error across the environments, i.e., \( \forall e : \mathcal{L}^e(f \circ \phi) = 0 \). The setting is not uncommon with over-parameterized neural networks even if labels were set at random \cite{34}.

**Regret minimization** We can replace the simultaneous optimality constraint in IRM in terms of a predictive regret. This is analogous to one-step regret in on-line learning but cast here in terms of held-out environments. We calculate this regret for each held-out environment as the comparison between the losses of two auxiliary predictors that are trained with and without access to \( E_e \). Specifically, we define the regret as

\[
\mathcal{R}^e(\phi) = \mathcal{L}^e(f_{-e} \circ \phi) - \mathcal{L}^e(f_e \circ \phi) \tag{2}
\]

where the two auxiliary predictors are obtained from

\[
f_e = \arg \min_{f'} \mathcal{L}^e(f' \circ \phi) \quad f_{-e} = \arg \min_{f''} \sum_{k \neq e} \mathcal{L}^k(f'' \circ \phi) \tag{3}
\]

Note that the \textit{oracle predictor} \( f_e \) is trained and tested on the same environment \( E_e \) while \( f_{-e} \) is estimated based on all the environments except \( E_e \) but evaluated on \( E_e \). The regret is always non-negative since it is impossible for \( f_{-e} \) to beat the oracle. Note that, unlike in IRM, even when \( f_{-e} \) and \( \phi \) are strong enough to ensure zero training loss across environments they are trained on, i.e., \( \forall k \neq e : \mathcal{L}^k(f_{-e} \circ \phi) = 0 \), the combination may still generalize poorly to a held-out environment \( E_e \) giving \( \mathcal{L}^e(f_{-e} \circ \phi) > 0 \). In fact, the regret expresses a stronger requirement that \( f_{-e} \) should be nearly as good as the best predictor with hindsight, analogously to on-line regret.

Note that \( \mathcal{R}^e(\phi) \) does not depend on the predictor \( f \) we are seeking to estimate; it is a function of the representation \( \phi \) as well as the auxiliary pair of predictors \( f_{-e} \) and \( f_e \). For notational simplicity, we suppress the dependence on \( f_{-e} \) and \( f_e \). The overall regret \( \mathcal{R}(\phi) = \sum_e \mathcal{R}^e(\phi) \) expresses our stated goal of finding a representation \( \phi \) that facilitates extrapolation to each held-out training environment. Our RGM objective then balances the ERM loss against the predictive regret: representation \( \phi \) and predictor \( f \) are found by minimizing

\[
\mathcal{L}(f \circ \phi) + \lambda \sum_e \mathcal{R}^e(\phi) \tag{4}
\]
Algorithm 1 RGM training

1: for each training step do
2:   Randomly choose an environment \( e \)
3:   Sample a batch \( B^e \) from \( E_e \)
4:   Sample a batch \( B^{-e} \) from \( \mathcal{E} \setminus \{E_e\} \)
5:   Compute \( L(\phi \circ f) \) on \( B^e \cup B^{-e} \)
6:   Compute \( L^{-e}(f_e \circ \phi) \) on \( B^{-e} \)
7:   Compute \( L^{-e}(f_e \circ \phi) \) on \( B^e \)
8:   Compute regret \( R(\phi) \)
9:   Back-propagate gradients
10: end for

Figure 2: Forward and backward pass of RGM. In the backward pass, the gradient of \( L^e(f_e \circ \phi) \) goes through a gradient reversal layer [15]. Predictor \( f_{-e} \) is updated by a separate objective \( L^{-e}(f_{-e} \circ \phi) \) and its gradient does not impact \( \phi \). Predictor \( f \) is trained on all environments (omitted for clarity).

Optimization Our regret minimization (RGM) can be thought of as finding a stationary point of a multi-player game with several players: \( f, \phi \) as well as auxiliary predictors \( \{f_{-e}\} \) and \( \{f_e\} \). Our predictor \( f \) and representation \( \phi \) find their best response strategies by minimizing

\[
\min_{f, \phi} \left\{ L(f \circ \phi) + \lambda \sum_e \left( L^e(f_{-e} \circ \phi) - L^e(f_e \circ \phi) \right) \right\}
\]

assuming that \( \{f_{-e}\} \) and \( \{f_e\} \) remain fixed. The auxiliary predictors minimize

\[
\min_{f_{-e}} L^{-e}(f_{-e} \circ \phi) \quad \text{and} \quad \min_{f_e} L^e(f_e \circ \phi) \quad \forall e
\]

where \( L^{-e}(f_{-e} \circ \phi) = \sum_{k \neq e} L^k(f_{-e} \circ \phi) \). The auxiliary objectives depend on the representation \( \phi \) but this is not exposed to \( \phi \), reflecting an inherent asymmetry in the multi-player game formulation.

The RGM game objective is solved via stochastic gradient descent. In each step, we randomly choose an environment \( E_e \in \mathcal{E} \) and sample a batch \( B^e \) and \( B^{-e} \). We also sample an associated batch \( B^{-e} \) from the other environments \( \mathcal{E} \setminus \{E_e\} \). The loss \( L(f \circ \phi) \) is computed over \( B^e \cup B^{-e} \). \( f_{-e} \) is updated on the basis of batch \( B^{-e} \) approximation to \( L^{-e}(f_{-e} \circ \phi) \). The losses defining the regret, i.e., \( L^e(f_{-e} \circ \phi) \) and \( L^e(f_e \circ \phi) \), are naturally evaluated based on examples in \( B^e \) only. The gradients for \( \phi \) and \( f_e \) are implemented by a gradient reversal layer [15]. The setup allows us to optimize all the players in a single forward-backward pass operating on the two batches (see Figure 2).

Remark RGM needs to learn additional predictors \( \{f_{-e}\} \) that are not included in IRM. The introduction of these additional predictors brings little overhead in practice, however, because the predictors are much simpler than the feature extractor \( \phi \) and evaluating \( \phi(x) \) over the two batches \( B^e, B^{-e} \) can be done in parallel.

4 Extrapolation to combinatorially defined domains

Both our proposed regret minimization as well as IRM assume that the set of environments are given as input, provided by the user. The environments exemplify variation needs to be discounted so they play a critical role in determining whether the approach is successful. The setting becomes challenging when the natural environments are combinatorially defined. For example, molecular scaffolds often reflect variation in molecular structures and cause spurious correlations with the property in question. Since a scaffold is a subgraph of a molecule and a combinatorial descriptor, it often uniquely identify each molecule in the training set. It is not helpful to create environments with a single example as it no longer serves to identify the nuisance variation.

A straightforward approach to combinatorial or large numbers of environments is to cluster them into fewer, coarser sets, and apply RGM over the environment clusters. The advantage is that we do not need to realize a large number of auxiliary predictors \( f_{-e} \) and oracles \( f_e \). For simplicity, we divide the training environments \( \mathcal{E} \) into just two disjoint groups \( \mathcal{E}_0, \mathcal{E}_1 \) to avoid additional hyper-parameters (number of clusters). The construction of the coarse grouping will be detailed in §5.
We propose to construct new environments to include in the regret through gradient-based domain per-
turbation where we have introduced a new oracle predictor \( \tilde{\alpha} \) where \( \tilde{\alpha} \) is the original environment label for \( x \) (e.g., scaffold or protein family). We define the perturbation \( \delta(x) \) in terms of the gradient:

\[
\delta(x) = \alpha \nabla_x \ell(s(x), g(z))|_{z=\phi(x)}
\]

where \( \alpha \) is a step size parameter. The label of \( \tilde{z} = \phi(x) + \delta(x) \) follows a categorical distribution \( p(\cdot | \tilde{z}) = \tilde{g}(\tilde{z}) = [\beta_1, \cdots, \beta_n] \), where \( \beta_i \) is the predicted probability of \( \tilde{z} \) belonging to fine-grained environment \( \tilde{E}_i \). Owing to the direction of perturbation, \( \tilde{z} \) represents a more generic (less environment specific) version than the original representation \( z = \phi(x) \).

**Integration with RGM** We augment the RGM objective Eq. \( \ref{eq:rgm} \) with two additional terms. First, the environment classifier is trained together with the feature mapping \( \phi \) to minimize

\[
\mathcal{L}_{g}(g \circ \phi) = \sum_{(x,y) \in D} \ell(s(x), g(\phi(x)))
\]

Second, we add regret terms \( \mathcal{R}^c(\phi + \delta) \) specific to the perturbed environments to encourage the model to extrapolate. The new objective for the main players \( f, \phi, \) and \( g \) then becomes

\[
\min_{\phi, f, g} \lambda \mathcal{L}_{g}(g \circ \phi) + \mathcal{L}(f \circ \phi) + \lambda \sum_{c \in \{0,1\}} \sum_{h \in \{0,\delta\}} \mathcal{R}^c(\phi + h)
\]

where we have introduced a new oracle predictor \( f_{e,\delta} = \arg \min_f \mathcal{L}(f \circ (\phi + \delta)) \) for perturbed environment \( \tilde{E}_c \), in addition to \( f_c \) for the original environment \( E_c \). Similar to RGM, \( f_{e,\delta} \) minimizes a separate objective \( \mathcal{L}^c(f_{e,\delta} \circ (\phi + \delta)) = \sum_{(x,y) \in \tilde{E}_c} \ell(y, f_{e,\delta}(\phi(x))) \), which does not include the perturbed examples. The training procedure is shown in Algorithm \( \ref{alg:training} \).

**Remark** While the perturbation \( \delta \) is defined on the basis of \( \phi \) as well as the environment classifier \( g \), we do not include the dependence during back-propagation. We verified that incorporating this higher order gradient would not improve our empirical results. Another subtlety in the objective is that \( \phi \) is adjusted to also help the environment classifier \( g \). In other words, the representation is in part optimized to retain information about the fine-grained environments. By incorporating some of this information in \( \phi \), we keep the perturbation substantial enough to highlight environment variation.
We evaluate our method on three tasks. We first construct a synthetic task to verify the weakness where the domain shift is caused by rotation (see Figure 4). The training set contains two environments \( E_0, E_1 \), and the test set contains another 20\(^{th} \) environment \( E_{20} \). As for \( E_0 \), we generate a lower moon and an upper moon labeled 0 and 1 respectively, each containing 1000 examples. \( E_{20} \) is constructed by rotating all examples in \( E_0 \) by 20\(^{th} \). Likewise, our test set \( E_{20} \) contains examples rotated by 60\(^{th} \). As validation set plays a crucial role in domain generalization, we consider two different ways of constructing the validation set \( E_{\text{val}} \):

- **Out-of-domain (OOD) validation**: \( E_{\text{val}} = E_{40} \), which rotates all examples in \( E_0 \) by 40\(^{th} \).
- **In-domain validation**: We create \( E_{\text{val}} \) by adding Gaussian noise \( N(0, 0.2) \) to examples in \( E_{20} \). We experiment with in-domain validation because OOD validation is not always available in practice.

The feature extractor \( \phi \) and predictor \( f \) is a two-layer MLP with hidden dimension 300 and ReLU activation. For RGM, we set \( \lambda = 0.5 \). For IRM, we use the official implementation from Arjovsky et al. based on gradient penalty. Both methods are optimized by Adam with \( \ell_2 \) regularization weight \( \lambda_{\ell_2} = 0.01 \), where IRM performs the best on the OOD validation set.

**Results** Our results are shown in Figure 5. Our method significantly outperforms ERM and IRM (84.6\% vs 74.7\% with the OOD validation). IRM test accuracy is close to ERM under in-domain validation setting. IRM is able to outperform ERM under OOD validation setting because it provides additional extrapolation signal. For ablation study, we train models with different \( \ell_2 \) regularization weight and OOD validation so that models yield zero training error. As shown in Figure 5(right), IRM’s test accuracy becomes similar to ERM when \( \lambda_{\ell_2} \leq 10^{-3} \) as its training accuracy reaches...
Figure 4: Rotated moon dataset. The training set consists of environments \( E_0 \) and \( E_{20°} \). The in-domain validation set adds Gaussian noise \( N(0, 0.2) \) to examples in \( E_{20°} \). The out-of-domain validation and test set is \( E_{40°} \) and \( E_{60°} \), which rotates all examples in \( E_0 \) by \( 40° \) and \( 60° \).

<table>
<thead>
<tr>
<th></th>
<th>In-domain validation</th>
<th>Out-of-domain validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train acc.</td>
<td>test acc.</td>
</tr>
<tr>
<td>ERM</td>
<td>99.3 ± 0.1</td>
<td>69.6 ± 1.3</td>
</tr>
<tr>
<td>IRM</td>
<td>99.1 ± 0.3</td>
<td>70.9 ± 2.4</td>
</tr>
<tr>
<td>RGM</td>
<td>99.5 ± 0.3</td>
<td>77.4 ± 3.5</td>
</tr>
</tbody>
</table>

Figure 5: Results on the rotated moon dataset. Left: Training/test accuracy under in-domain and OOD validation. IRM performs quite similarly to ERM when using the in-domain validation set. Right: Training/test accuracy under different \( \ell_2 \) regularization (\( \lambda_{\ell_2} \in [10^{-4}, 10^{-1}] \)). IRM test accuracy becomes almost the same as ERM when \( \lambda_{\ell_2} \leq 10^{-3} \) as it achieves 100% training accuracy. This shows that IRM collapse to ERM when the model perfectly fits the training set.

100%. This shows that IRM will collapse to ERM when model perfectly fits the training set. In contrast, RGM test accuracy is around 80.0% even when \( \lambda_{\ell_2} = 10^{-4} \) and training error is zero.

5.2 Molecule property prediction

**Data** The training data is a collection of pairs \( \{(x_i, y_i)\} \), where \( x_i \) is a molecular graph and \( y_i \) is its property label (binary). The environment of each compound \( x_i \) is defined as its Murcko scaffold [6], which is a subgraph of \( x_i \) with side chains removed. We consider the following four datasets:

- **Tox21, BACE and BBBP** are three classification datasets from the MoleculeNet benchmark [31], which contain 7.8K, 1.5K and 2K molecules respectively. Following [13], we split each dataset based on molecular weight (MW). This setup is much harder than commonly used random split as it requires models to extrapolate to new chemical space. The training set consists of simple molecules with \( MW < 400 \). The test set molecules are more complex, with \( MW > 500 \). The validation set contains molecules with \( 400 \leq MW \leq 500 \) (more details are in the appendix).

- **COVID-19**: During recent pandemic, many research groups released their experimental data of antiviral activities against COVID-19. However, these datasets are heterogeneous due to different experimental conditions. This requires our model to ignore spurious correlation caused by dataset bias in order to generalize. We consider three antiviral datasets from PubChem [1], Diamond Light Source [2] and Jeon et al. [17]. The training set contains 10K molecules from PubChem and 700 compounds from Diamond. The validation set contains 180 compounds from Diamond. The test set consists of 50 compounds from Jeon et al. [17], a different data source from the training set.

**Model** The feature extractor \( \phi \) is a graph convolutional network [33] which translates a molecular graph into a continuous vector. The predictor \( f \) is a MLP that takes \( \phi(x) \) as input and predicts the label. Since scaffold is a combinatorial object with a large number of possible values, we train the environment classifier by negative sampling. Specifically, for a given molecule \( x_i \) with scaffold \( s_i \), we randomly sample \( n \) other molecules and take their associated scaffolds \( \{s_k\} \) as negative examples. Details of model architecture are discussed in the appendix.

**RGM setup** For RGM-DP, we construct two coarse groups \( \mathcal{E}_0, \mathcal{E}_1 \) for parameter sharing. On the COVID-19 dataset, \( \mathcal{E}_1 \) consists of 700 compounds from the Diamond dataset and \( \mathcal{E}_0 \) is the PubChem dataset. The two coarse groups are created to highlight the dataset bias. For other datasets, \( \mathcal{E}_1 \) consists of molecules with \( 350 < MW < 400 \) and \( \mathcal{E}_0 = \mathcal{E} - \mathcal{E}_1 \). We set \( \lambda_{g} = 0.1 \) in all datasets.
As shown in Table 1, our methods significantly outperformed other baselines (e.g., 0.654 vs 0.402 on Tox21). This requires models to generalize across large evolutionary gaps. In total, the dataset contains 1823 classes. The dataset consists of pairs \((x,y)\), where \(x\) is a protein sequence and \(y\) is its fold class. It is split into 12K for training, 736 for validation and 718 for testing by \cite{Rao19}. Importantly, the provided split ensures that there is no protein superfamily that appears in both training and testing. Each superfamily represents an evolutionary group, i.e., proteins from different superfamilies are structurally different. This requires models to generalize across large evolutionary gaps. In total, the dataset contains 1823 environments defined by protein superfamilies.

<table>
<thead>
<tr>
<th>Protein Tox21</th>
<th>BACE</th>
<th>BBBP</th>
<th>COVID-19</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Top 1</strong></td>
<td><strong>Top 5</strong></td>
<td>AUROC</td>
<td>AUROC</td>
</tr>
<tr>
<td>ERM</td>
<td>24.9%</td>
<td>44.1%</td>
<td>0.654 ± 0.003</td>
</tr>
<tr>
<td>DANN</td>
<td>24.2%</td>
<td>43.2%</td>
<td>0.664 ± 0.008</td>
</tr>
<tr>
<td>CDAN</td>
<td>24.1%</td>
<td>41.0%</td>
<td>0.663 ± 0.006</td>
</tr>
<tr>
<td>IRM</td>
<td>26.7%</td>
<td>43.5%</td>
<td>0.662 ± 0.006</td>
</tr>
<tr>
<td>RGM</td>
<td>27.3%</td>
<td>44.2%</td>
<td>0.667 ± 0.005</td>
</tr>
<tr>
<td>CrossGrad</td>
<td>25.4%</td>
<td>45.1%</td>
<td>0.657 ± 0.006</td>
</tr>
<tr>
<td>MLDG</td>
<td>25.2%</td>
<td>43.9%</td>
<td>0.659 ± 0.007</td>
</tr>
<tr>
<td>RGM-DP</td>
<td>27.4%</td>
<td>45.2%</td>
<td>0.672 ± 0.005</td>
</tr>
</tbody>
</table>

**Results** Following standard practice, we report AUROC score averaged across five independent runs. As shown in Table 1, our methods significantly outperformed other baselines (e.g., 0.654 vs 0.402 on COVID). On the COVID dataset, the difference between RGM and RGM-DP is small because the domain shift is mostly caused by dataset bias rather than scaffold changes. Indeed, RGM-DP shows a clear improvement over standard RGM on the BACE dataset (0.590 vs 0.532), since the domain shift is mostly caused by scaffold changes (i.e., complex molecules usually have much larger scaffolds).

5.3 Protein homology detection

**Data** We evaluate our method on a remote homology classification benchmark used in Rao et al. \cite{Rao19}. The dataset consists of pairs \(\{(x,y)\}\), where \(x\) is a protein sequence and \(y\) is its fold class. It is split into 12K for training, 736 for validation and 718 for testing by \cite{Rao19}. Importantly, the provided split ensures that there is no protein superfamily that appears in both training and testing. Each superfamily represents an evolutionary group, i.e., proteins from different superfamilies are structurally different. This requires models to generalize across large evolutionary gaps. In total, the dataset contains 1823 environments defined by protein superfamilies.

**Model** The protein encoder \(\phi(x) = MLP(\phi_1(x), \phi_2(x))\) contains two modules: \(\phi_1(x)\) is a TAPE protein embedding learned by a pre-trained transformer network \cite{Rao19}; \(\phi_2(x)\) is a LSTM network that embeds associated protein secondary structures and other features. The predictor \(f\) is a feed-forward network that takes \(\phi(x)\) as input and predicts its fold label. The environment classifier \(g\) also takes \(\phi(x)\) as input and predicts the superfamily label of \(x\) (out of 1823 classes).

**RGM setup** For RGM-DP, we construct two coarse groups \(E_0, E_1\) for parameter sharing. \(E_1\) contains all protein superfamilies which have less than 10 proteins and \(E_0 = \hat{E} - E_1\). The coarse groups are divided based on frequencies because the validation set mostly consists of protein superfamilies with low frequency. We set \(\lambda_g = 1\) and \(\lambda = 0.1\).

**Results** Following \cite{Rao19}, we report the top-1 and top-5 accuracy in Table 1. For reference, the top-1 and top-5 accuracy of TAPE transformer \cite{Rao19} are 21.0% and 37.0%. Our ERM baseline achieves better results as we incorporate additional features. The proposed RGM-DP outperforms all the baselines in both top-1 and top-5 accuracy. The vanilla RGM operating on coarse environments also outperforms other baselines in top-1 accuracy. Indeed, RGM-DP performs better than RGM because it operates on protein superfamilies and receives stronger extrapolation signal.

6 Conclusion

In this paper, we propose regret minimization for domain extrapolation, which seeks to find a predictor that generalizes as well as an oracle that would have hindsight access to unseen domains. Our method significantly outperforms all baselines on both synthetic and real-world tasks.

\footnote{Rao et al. \cite{Rao19} did not release their best-performing pre-trained LSTM network. Thus we use their pre-trained transformer in our experiments and report its accuracy for reference.}
Broader Impact

Among many benefits, the proposed algorithm advances state-of-the-art in drug discovery. As the current COVID pandemics illustrates, the lack of quality training data hinders utilization of ML algorithms in search for antivirals. This data issue is not specific to COVID, and is common in many therapeutic areas. The proposed approach enables us to effectively utilize readily available, heterogeneous data to model bioactivity, reducing prohibitive cost and time associated with traditional drug discovery workflow. Currently, the method is utilized for virtual screening of COVID antivirals. We cannot see negative consequences from this research: at worst, it will degenerate to the performance of the base algorithm, the model aims to improve. In terms of bias, the algorithm is explicitly designed to minimize the impact of nuisance variations on model prediction capacity.
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A Additional analysis of IRM

In section 3 we discussed that IRM may collapse to ERM when the predictor is powerful enough to perfectly fit the training set. Under some additional assumptions, we can further show that the ERM optimal predictor \( f \) is optimal for IRM even if the model has non-zero training error.

In particular, we assume that the conditional distribution \( p(y|x) \) is environment-dependent and the environment \( e \) can be inferred from \( x \) alone, i.e.,

\[
p(x, y, e) = p(e)p(x|e)p(y|x, e) \quad \text{and} \quad p(y|x, e) = p(y|x, e(x))
\]  

(11)

For molecules and proteins, the second assumption is valid because the environment labels (scaffold, protein family) can be inferred from \( x \). Under this assumption, we can rephrase the IRM objective as

\[
\min_{f, \phi} \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f(\phi(x)))]
\]  

(12)

s.t. \( \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f(\phi(x))) \leq \min_{f_e} \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f_e(\phi(x))) \quad \forall e \)

(13)

We claim that IRM will collapse to ERM when the representation \( \phi(x) \) is label preserving:

**Definition 1.** A representation \( \phi(x) \) is called feasible if it retains all the information about the label \( y \), i.e., \( p(y|\phi(x)) = p(y|x, e(x)) \).

**Claim 1.** Under the assumption of Eq.(11), for any feasible \( \phi(x) \), its associated ERM optimal predictor is also optimal under IRM.

**Proof.** Given any feasible representation \( \phi(x) \), the ERM optimal predictor is

\[
f^*(\phi(x)) = \arg\min_f \mathbb{E}_y[\ell(y, f(\phi(x)))]
\]  

(14)

To see that \( f^* \) is optimal, consider

\[
\min_{f, \phi} \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f(\phi(x))) \geq \min_{\phi} \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f(\phi(x)))
\]  

(15)

\[
= \min_{\phi} \mathbb{E}_{x,e}[\mathbb{E}_{y|\phi(x)}\ell(y, f(\phi(x)))
\]  

(16)

\[
= \min_{\phi} \mathbb{E}_{x,e}[\mathbb{E}_{y|\phi(x)}\ell(y, f^*(\phi(x)))
\]  

(17)

where Eq.(16) holds because \( \phi(x) \) is feasible. The ERM optimal \( f^* \) also satisfies the IRM constraints because

\[
\forall e : \min_{f_e} \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f_e(\phi(x))) \geq \mathbb{E}_{x,e}[\mathbb{E}_{y|x,e}\ell(y, f_e(\phi(x)))
\]  

(18)

\[
= \mathbb{E}_{x,e}[\mathbb{E}_{y|\phi(x)}\ell(y, f(\phi(x)))
\]  

(19)

\[
= \mathbb{E}_{x,e}[\mathbb{E}_{y|\phi(x)}\ell(y, f^*(\phi(x)))
\]  

(20)

Thus \( f^* \) is also simultaneously optimal across all environments. \( \square \)

**Remark** The above analysis implies that the learned representation should not be label-preserving in order for IRM to find a different solution from ERM. As a corollary, \( \phi \) must be non-injective. An injective representation is feasible since \( p(y|\phi(x)) = p(y|x) = p(y|x, e(x)) \) (assuming \( \phi \) is deterministic). We discuss several injective representations relevant to this paper:

- **Identity mapping:** Ahuja et al. [3] considered modeling \( \phi(x) = x \) in their IRM formulation. Since an identity mapping preserves all the environment information, it may be not ideal for IRM.
- **Graph convolutional network (GCN):** Xu et al. [32] suggest to use injective aggregation functions so that GCNs are powerful enough to distinguish different graphs (i.e., mapping different graphs to distinct representation \( \phi(x) \)). In contrast, our analysis suggests the use of non-injective aggregation functions in GCNs in the context of IRM and domain extrapolation.

Indeed, the above analysis assumes that the predictor \( f \) is powerful enough to accommodate \( f^* \). We leave the analysis of parametrically constrained \( f \) to future work.
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Table 2: Dataset statistics

<table>
<thead>
<tr>
<th></th>
<th>Moon</th>
<th>Tox21</th>
<th>BACE</th>
<th>BBBP</th>
<th>COVID</th>
<th>Protein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2000</td>
<td>6598</td>
<td>898</td>
<td>1472</td>
<td>10725</td>
<td>12312</td>
</tr>
<tr>
<td>Validation</td>
<td>2000</td>
<td>679</td>
<td>366</td>
<td>382</td>
<td>176</td>
<td>736</td>
</tr>
<tr>
<td>Testing</td>
<td>2000</td>
<td>557</td>
<td>252</td>
<td>188</td>
<td>50</td>
<td>718</td>
</tr>
</tbody>
</table>

B Experimental Details

B.1 Rotated moon dataset

Data The data generation script is provided in the supplementary material.

Model hyperparameters Both the feature extractor $\phi$ and predictor are two-layer MLPs with hidden dimension 300. For both ERM, IRM and RGM, we consider $\lambda_{e,i} \in \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\}$. For IRM, the gradient penalty weight is set to 10000 as in [4]. For RGM, we consider $\lambda \in \{0.1, 0.5, 1.0\}$ and $\lambda = 0.5$ works the best on the OOD validation set.

B.2 Molecule property prediction

Data The four property prediction datasets are provided in the supplementary material, along with the train/val/test splits. The size of the training, validation and test sets are listed in Table 2.

Model hyperparameters For the feature extractor $\phi$, we adopt the GCN implementation from Yang et al. [33]. We use their default hyperparameters across all the datasets and baselines. Specifically, the GCN contains three convolution layers with hidden dimension 300. The predictor $f$ is a two-layer MLP with hidden dimension 300 and ReLU activation. The model is trained with Adam optimizer for 30 epochs with batch size 50 and learning rate linearly annealed from $10^{-3}$ to $10^{-4}$.

The environment classifier $g$ is a MLP that maps a compound or its scaffold to a feature vector. The model is trained by negative sampling since scaffold is a combinatorial object. Specifically, for a given molecule $x_i$ in a mini-batch $B$, we treat other molecules in the batch and take their associated scaffolds $\{s_k\}$ as negative examples. The probability that $x_i$ is mapped to its correct scaffold $s_i = s(x_i)$ is then defined as

$$p(s_i \mid x_i, B) = \frac{\exp\{g(\phi(x_i))\top g(\phi(s_i))\}}{\sum_{k \in B} \exp\{g(\phi(x_i))\top g(\phi(s_k))\}}$$  \hspace{1cm} (21)

The environment classification loss is $-\sum_i \log p(s_i \mid x_i, B)$ for a mini-batch $B$. The classifier $g$ is a two-layer MLP with hidden dimension 300 and ReLU activation.

For RGM and RGM-DP, we consider $\lambda \in \{0.05, 0.1, 0.2\}$ and $\lambda_g \in \{0.1, 1\}$ and select the best hyper-parameter for each dataset. $\lambda_g = 0.1$ consistently works the best across all the datasets.

B.3 Protein homology detection

Data The protein homology dataset is downloaded from Rao et al. [28]. Each protein $x$ is represented by a sequence of amino acids, along with the predicted secondary structure labels, predicted solvent accessibility labels, and alignment-based features. For RGM-DP, the two coarse groups $\mathcal{E}_0, \mathcal{E}_1$ have 8594 and 3718 examples respectively.

Model hyperparameters The protein encoder $\phi(x) = \text{ReLU}(W_1 \phi_1(x) + W_2 \phi_2(x))$. $\phi_1(x)$ is a 768-dimensional TAPE embedding given by a pre-trained transformer [28]. $\phi_2(x)$ is a bidirectional LSTM that embeds the secondary structures, solvent accessibility and alignment-based features. The LSTM has one recurrent layer and its hidden dimension is 300. The predictor $f$ is a linear layer which worked better than MLP under ERM. The environment classifier is a two-layer MLP whose hidden size is 300 and output size is 1823 (the number of protein superfamilies).

The model is trained with Adam optimizer for 10 epochs, with batch size 32 and learning rate linearly annealed from $10^{-3}$ to $10^{-4}$. For RGM and RGM-DP, we consider $\lambda \in \{0.01, 0.1\}$ and $\lambda_g \in \{0.1, 1\}$ and $\lambda = 0.1, \lambda_g = 1$ work the best on the validation set.