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Abstract

To date, most of the empirical effort to understaneadband service markets has
focused on availability and adoption metrics anthdBata of this sort is indeed
valuable when the dominant policy questions congernetration and uptake.
However, as broadband availability and penetrataturate, such data will
become less informative. The next set of questibo# for service providers and
regulators, will center on the continued healththed broadband access market:
levels of investment, the competitive landscapes #volving definition of
broadband, the degree of neutrality in consumerss;cand the nature of
interconnection among providers. Our position &t thetwork traffic data will be
central to understanding and answering many oktl@estions. To answer these
sorts of questions it will be helpful to know sutttings as the distribution of
usage across the user population, the charaatsrisfi users that participate
during peak periods of network congestion, andviime&ance in usage and how it
differs by type of wuser. This data will help infornforecasts of
capacity/infrastructure investment needs (e.g., howuch bandwidth does a
subscriber need? How much sharing is feasible ahyboints in the network?),
to understand ISP costs, and to assess networkgeaeat practices (e.g., traffic
engineering). Better traffic data will provide igbts into consumer adoption
decisions and the evaluation of product offeringg.( how important are peak
rates versus average data rates?).

1. Introduction

The Internet is often compared to the network ghtiays, streets, and roads that make up the
transportation system. Both are vital infrastruetdhat provide businesses with access to
materials and markets, and provide people with sscé@ goods, services, recreation, jobs, and
each other. For transportation networks, it is gahe recognized that traffic data (i.e. the
volume of traffic, congestion information, incidaejports, etc.) is as important to understanding
the state of the network as is information abou¢rglthe roads or links actually are. The same is
true for the Internet.
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In transportation networks, traffic data is valwablver both short time scales (e.g., allowing real
time traffic management to re-route commuters adoarrush hour accident) and over longer
time scales (e.g., for planning maintenance cyates capacity expansion investments). During
periods of congestiohiraffic data and real-time traffic managementligats, tolls, and special
commuter lanes has proved especially importantngbkng more efficient utilization of the
existing transportation infrastructure. Improvinge tefficiency of the existing infrastructure
delivers benefits in the form of reduced commutees (contributing directly to labor
productivity), improved safety, and reduced poltamissions through intelligent traffic
management policies. (See Figure 1 for a pictureadfic conditions in the Boston area. Traffic
data in the map above is derived from roadway sermad location updates from individual's
cell phones)
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Figure 1. Traffic data enables driversto avoid congested roadways and plan
trips.

On the Internet, traffic data is similarly importan network operations. Over short time scales
ranging from less than a second to hours or dagffict data is an input into systems (both
automated and human centered) that make routingsioles (e.g., balancing loads across
different network links), identify incipient or a@l security or transmission failures, and
implement traffic management polici& number of these traffic management policies,clvhi
are particularly significant for both regulatorydanser experience reasons, operate at the level of
individual subscriber flows. These include techesjguch as 1) volume caps that limit the total
volume of traffic offered by a subscriber over difint durations of times and in the upstream
and or downstream directions, 2) prioritizing sulisr or application traffic based upon factors
such as the amount of traffic sent during congegé&nbds or assumptions regarding what traffic
subscribers would prefer to be prioritized (suctvaise traffic over bulk transfers) and 3) rate

* For a discussion of congestion in the Internet,e& companion paper, Bauer, Clark, Lehr (2009).

® Seehttp://news.cnet.com/8301-30684 3-10317223-265.fdmh description of the cell phone
derived traffic data. We find this particularly émesting because collaboration of multiple partied
technologies is essential to producing an aggrggetere of the current state of traffic.

® See Subramanian (1999) for an introduction to agtwnanagement.
2



limiting traffic classes, such as peer-to-peefficathat are believed to significantly contribute
congestion. Over longer time scales measuring nsoothyears, traffic data is vital to capacity
planning and provisioning, allowing capacity to dfficiently installed in advance of demand,
thereby better accommodating future traffic growithout congestion-related disruptions. Thus
traffic data is essential to almost all the pradtdimensions of network management and to the
political/regulatory/theoretical questions of wihadnstitutes good/acceptable/socially desirable
network management.

While traffic conditions on the highway and roadwagan be observed externally (via both
technical sensors and human observations), infeomabout Internet traffic and the congestion
state of the different autonomous networks whiclectively composite the Internet is limited.
While individual network operators generally haveg@od idea about the state of their own
networks, outside stakeholders have little vidipilinto the state of traffic on networks.
Networks can be probed and tested by outside obxsetu derive some measurements, but the
scope and confidence of such measurements is dimdenpared to the accuracy and breath of
information available to network operators.

The majority of users have very little visibility onderstanding of what is happening to their
traffic once it enters a network. Their experiengenalogous to driving with black painted

windows, slowing down and speeding up based onbhwphether or not they are bumping into

anything in front of them. They have little undargding of whether the bumps are result of
congestion with other traffic, speed bumps put iace by the network operators, or other
bottlenecks such as the limited capacity of theidason they are trying to reach. Without better
visibility, it is not surprising that there are \elg diverging opinions about the true state of
networks (i.e. what are the congestion and utibratevels now and in the predicable future,
what are the underlying cost structures for cagynaffic and expanding capacity, and what are
the effects of different traffic management pokie

The problem is that this limited visibility by oide stakeholders into the traffic and congestion
state of networks makes it hard to have confidendhe regulatory and investment decisions
that affect such networks. There is a risk of mgkitecisions that have undesirable or
unexpected results and a symmetric risk of faiiogmake decisions that would have been
beneficial. On one hand, traffic management pdidieat are efficient and ‘faft’could be
disrupted or private investments in expanding cipaould be deterred. On the other hand,
network operators could be exploiting their conttol thwart or discourage disruptive new
innovations and competitors (either intentionalhyaocidentally).

" See, for instance, the widely varying opinionseer#fl in comments to the FCC in its proceedings (07-
52) which followed from Comcast's management of rgeepeer traffic. A search of
http://fjallfoss.fcc.gov/prod/ecfs/comsrch_v2.cigr comments in this proceeding turns up over
10,000 results of opinions offered by individuatempanies, service and application providers, and
academics.

8 We quote ‘fair’ here because there is debate albat actually constitutes fair allocations of netky
traffic. See for instance Briscoe (2007) and Flagd Allman (2008).
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Furthermore, in contrast to our transportation giniehere most of the physical infrastructure
(roads, terminals, bridges) are publicly funded arahaged, most of the physical infrastructure
that composes the Internet is investor-funded andiely managed. We rely chiefly on profit-
motivated firms and market competition to direcaerces to their best uses for the collective
benefit of society and the economy. For marketwadk efficiently, they depend on the public
availability of relevant market information to aldbuyers and sellers to formulate their strategic
decision-making (who/what to purchase from/sell 88w much/when to purchase/sell?).
Markets generally work best when they are light#igulated, so ensuring that the appropriate
information is produced by the market process prissen interesting challenge for institutional
design and incentive compatibility.

Our thesis is that better visibility by outside k&tholders into the traffic data of networks is
required to improve the regulatory processes, imest/market decision-making, and technical
research. Without a clear understanding of whdfidares doing now, and where it might be
headed in the future, making good decisions is idengbly more difficult. More generally,
better visibility of the traffic state of networksill promote understanding and trust between
what ultimately has to be a cooperative communityinterconnecting and communicating
parties.

At least some network operators are interestecharisg their internal data to facilitate this
process? The challenges to making this happen are mulijglisary: engaging aspects that are
technical (how to sample or share the potentiaghaliyte sized data sets), analytic (how to
compare and combine data generated by differensune@ent processes), policy oriented (how
to preserve the privacy of individual subscribees)d business strategy related (how to protect
competing providers’ business interests). Addressiese problems while still producing data
capable of providing useful insights into the intpot questions noted above is non-trivial and
requires a multi-faceted and process-oriented @mprthat is capable of evolving as the Internet
evolves.

In the following sections we give an overview of avtraffic data is generally available in
networks, how this data may prove important in arsvg questions that are relevant to the
entire community of stakeholders, and why collegtihe data and making it more generally
available is challenging. We conclude with a disows of open research questions and a brief
overview some of the interesting research efférds have been initiated in recent years.

° For example, since public funds are used to uaitttls and bridges, and there is a strong intenest i
maintaining a transparency in government processesieed to collect and publish relevant infororati
and statistics is well established and (relativetygight-forward. In contrast, where private irtvasnt is
involved, ensuring adequate public disclosure Efvamt information is more complex. We have dethile
accounting rules, intellectual property protectiand rely on markets (with advertising and a mlittiy

of supplier options) to generate adequate publarination.

10 See Section 5.



2. Trafficdata

The amount of information thabuld be collected by network operators from their neksds
enormous. Each individual network element (routemsjtches, servers, caches, subscriber
modems, etc.) can report hundreds of differenissieg, values, and events. With hundreds to
thousands of elements in a network, and millionsutiiscriber lines, the volume of potential data
is enormous. For example, one network operator pod&es with indicated that total volume of
data records could exceed 300 terabytes of datam=yCollecting and transporting the raw data
in real-time to the network operations center wheoan be processed, analyzed, and managed
presents a difficult challenge that incurs sigmifit operational cost®etermining what data to
archive and how to compress/summarize the dataramaége access present complex statistical,
logistical, and policy challenges. One operatookipg comment was “my job would be a lot
easier if no one actually wanted to do anythindhis data.”

In spite of the costs, network operators do systiealy collect real-time traffic data because it
is essential for successful network operation. @& is an input into strategic and operational
decision-making across virtually all ISP functiof$ie data informs decisions about the capacity
of internal links, routing policies, security paés, and interconnection contracting. It is usead fo
high availability and disaster recovery planning, financial projections, employee evaluations,
technical strategy discussions, and sales and mtragken larger network operations, there are
specialized departments focused on managing thectioh and analysis of network traffic data,
and the sharing of relevant portions and viewsefdata across the organization.

One of the most important uses for the traffic daféeer monitoring the health of the existing
network, is capacity planning. This is accomplishgdstudying the utilization of network links
averaged over some time intervals. The utilizatlata of a link is collected from a router using a
protocol such as SNMB. The following in Figure 2 are utilization graph®rh one of the
gigabit Ethernet links connecting our lab to thanmdIT campus network. Our lab sends more
traffic (top line) than it receives (bottom solidlar) because we host a number of popular sites
including mirrors of software distributions. Onencsee in the graph the diurnal variations in
traffic. On the left is displayed the average p#s second and on the right is the average packets
per second. Both are potentially important stasséis a router can be congested because of the
volume of data (each packet carrying the maximurnowarhof data) or the number of packets
(each packet could have little data but there cdw#dhundreds of thousands of packets).
Congestion in most networks today is more likelatel to excess volume than excess packets.

In this particular case, these were IPDR datardscwhich provide per subscriber usage information.
With a large enough user base and a collectiorufmrecy of multiple times per hour, the volume ofadat
understandably grows to be large quickly.

12 SNMP stands for Simple Network Management Protocol
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Figure2: Measurement of the bits per second

For this particular link at MIT, there is no pattiar evidence of any persistent performanc
congestion problems. While we don’t display it hehe long term trends on this link also dc
suggest congestion or performance problems inékr future as there isn’t significant growth
the aggregate traffic levels. However, if there eveints of impending traffic congestion, otl
forms of data would be instrumental in analyzing dauses and planning the course of ac
and to understanulends, it would be necessary to have -series data documenting utilizati
across time.

A network operator at our lab might first look &iw level details using data such as Netfl
records:® These records provide a way of looking inside thgrecate flow to better understa
what combinations of edge sources and destinatfforening a traffic matrix) are actual
communicating. Such data is essential to understgrvdhether peering or upstream connect
should be modified. For instance, thiata might indicate that our lab sent and receivt
significant amount of traffic to/from Harvard’'s capos. Therefore we might be able to red
the utilization on the loaded link by establishangeparate direct peering connection to Han
thereby offoading some traffic to the new lin

Internet

Establish direct peering link?
Figure 3: Traffic matrixesderived from Netflow style data is one way of
deter mining wher e peering links should be established.

Another way of reducing link utilization is to cdran the op contributors to traffic on a linl
The figure below is a list of top traffic contrilmug, again derived from Netflow data. At our |

'3 Netflow is the common name for this record typeibbis been standardized nas Internet Protocol
Flow Information eXportlittp://en.wikipedia.org/wiki/IPFL).
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this data is monitored primarily to identify anomas sources of traffic such as hosts that have
been infected and are unwittingly serving as botdata depots for hackers. But given that it is a
shared research network, disputes can arise abdbaenstitutes acceptable use of the network
resources. These tools provide a way of objectivedyntifying "hot spots” and measuring the
impact of different experiments, web sites, andsuse

Average rankings for the last 37 topN reports

Top 10 by bytes in
built on aggregated topN 5 minute average samples to date

rank|in Address bits/sec in | bits/sec out|pkts/sec in | pkts/sec out | flows/sec in |flows/sec out
#1 . 28_31‘_:(3)2’?('?22:1‘;1‘;2% 60.0 M 14M 63k 32kl 2233m 2333m
#2 112521;)‘?2???70??12;1;;:5 482 M 13M 41k 2.1k 33m 33m
#3 12831 or;’;e(fe:;‘;‘;l‘:g 381M| 7352k 41k 463.3 29.7 289
#4 mosdefw3.orgl 39 \pl 5738k 31k 13k 10.8m 10.0m

128.30.55.83 (4 samples)

newsswitch. csail. mit.edu
#5 128.30.2.35 (37 samples) 181 M 7.6 M 19k 1.7k 2415 m 2409 m

thursday.csail. mit.edu

6| 12830100994 (1 samplesy| | 102M| 2007k 897.9 463.8 133m 233m
30-7-158.wireless.csail. mit.edu

47 128.30.7.158 (3 samplesy| | A6 M 712k 390.7 1849  250.0m 2489 m

#8 planetlab3 csail mitedu |, oy 35M 956.2 957.6 85.9 935

128.31.1.13 (37 samples)

mdemaine.csail.mit.edu
#9 128.30.48.115 (2 samples) 34M 573k 300.5 109.3 14 1.4
xyz.csail. mit.edu

128.31.0.28 (19 samples)

#10 33M 37M 504.7 514.5 17 21

Figure4: Top contributorsto traffic on CSAILslab network for one period
in September 2009.

Another way in which detailed traffic data is emy#d is to examine what protocols and
applications are being used on a network. This gasagnificant both to identify anomalies (a
significant rise or drop in any category might iwate a problem) and to understand and predict
future traffic growth. (Figure 5 below shows a s#&mpf the protocols in use on our lab
network.) Particularly as new applications and e that are video-centric become more
popular, monitoring their adoption will be key tapacity planning? Many of the emerging
applications transmit their data over random portstandard web ports (thereby mixing in with
other types of web traffic) so Netflow data recorday become less useful for monitoring the
adoption of "new" applications over time. Otherlsoand measurement devices — often referred
to as "Deep Packet Inspection” or "DPI" — enableentetailed traffic analysis on a per flow or
per packet basis. These techniques seek to classific flows by looking at other information

!4 Different types of traffic have different profil@sterms of upstream/downstream bit rates, tokssdar
delay, jitter, or bit error losses, and amenabiliilybeing multicast. Knowing the mix of applicatson
facilitates informs planning to ensure an apprdgriquality of service for the applications that are
expected.



both within the packets and other predictable dignes such as the pattern of communication
(bytes transmitted during the initial connectiomttshake, etc)’

 Computer Science and Artificial Intelligence Lab Well Known Protocols/Services, Bits, +out/
400 M

300 M
o 200H

100 M

Week 33 Week 34 Week 35 week 36

B HTTP src + MEHTTP
O HTTPS src + M HITPS

136.88M (67.7%) Out 19.3M  (28.4%) In
1.46M (0.7%) Out 1.1M (1.5%) In
7.47M  (3.7%) Out 17.7M (27, &%) In
0.26M (0.1%) Out @.7M (1,1%) In

W ssH src + [OSSH 7.28M (3.3%) Out 13.2M (15.3%) In

[ TELNET src + [ TELNET 0.00M (0.0%) Out @.6M (0.0% In

| MIT 0.00M (0.0%) Out @.00M (0.8%) In

Other services 203,91M  (24.5%) Out 17,70M  (26.0%) In
Other ASes 0.00M (100.0%) Out 0.00M (100.6%) In
W TOTAL 203, 91H Out 69.65M In

@ NNTP src + W NNTP
O SHTP src + M SMTP

Figure5: A sample of protocolsin useon the MIT CSAIL network. Most of
the outbound trafficis http (i.e. web based traffic).

While individual ISPs collect such data on theitwwrks, they have little insight into the
detailed traffic patterns on other networks, eveesothey may be directly connected to via
interconnection arrangements of various sorts,(pagring or transit). In spite of the need for
such data to monitor the macro-economic health direttion of the broadband marketplace,
such data is not readily available publicly. A raaexception is the excellent collaborative
research project among ISPs that has been undeiwayppan since 2004. That project
represents the most advanced publicly-reporteddivarad data project undertaken to date --
seven large ISPs, carrying roughly 40% of Japatrafiec, contributed summary data on traffic
characteristics at least twice yearly since 2004is Tata offered a compelling picture of the
growth and distribution of broadband traffic as ex@nced in Japan.

While there are many different interesting det#ilat emerged from their work, we highlight
some here to give concrete examples of how trdfita connects to important macro-economic
issues. Unsurprisingly, the transition to broadbhas fundamentally changed traffic patterns on

!> These techniques are imperfect because the tsidfiatures change as new applications are intesHuc
and because they are based on sampling technligtegré subject to stochastic measurement error.

® Cho, Kenijiro et al. (2008), “Observing Slow Crustal Movement in Resti#®@nUser Traffic,”
presentation slides, August 2008, see
http://www.caida.org/workshops/wide/0808/slidesttestial _user_traffic.pdf or Cho et al.
(2006) “The Impact and Implications of the GrowfrResidential User-to-User Traffic,” paper presente
at SIGCOMM 2006, see
http://www.sigcomm.org/sigcomm?2006/discussion/shapgy.php?paper_id=21
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the Internet. The effects of this transformatioe aometimes obvious, but also sometimes
surprising. For many years, the peak usage penb@dcess networks (which generally serve
both residential and commercial customers) werenduhe business day. However, for at least
the last several years, the peak usage hours of a@ess networks are in the evening roughly
between 9 PM and 11 PM. (See Figure 6.) This iomant to understanding the economics of
networks as the previously off-peak residentialt@ers used to more easily "fit" in the pipes
that had been provisioned for the peak-using comiaeusers. Now, however, the usage
patterns of the residential customers are oftewirdyithe provisioning decisions of network
providerst’ This has obvious implications for cost sharing aexing pricing.

customer-bb-2005 (in ave: 155663 Mbps, out ave: 196461 Mbps)
300 G

200 G

100 G

traffic (bits/sec)

0

Mon Tue Wed Thu Fri Sat Sun
B in M out

customer-bb-2008 (in_ave: 265871 Mbps, out_ave: 369521 Mbps)
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Figure 6: Residential broadband traffic in May 2@@p) and May 2008 (bottom) as measured
in Japan. Source: (Cho 2008).

The MINTS traffic study, run by Andrew Odlyzko dtet University of Minnesota, has been
monitoring traffic growth levels on networks fornamber of year$® The traffic data in his
study is derived from publically available data m®s$ such as peering points and sites, such as
universities, that post information about theirffica Most of his data comes directly from
MRTG and RRD graphs (very similar to the previoigsifes in this papery. The raw data used

to generate the graphs would be even more infovmand presumably preferred by most
analysts, but most sites do not make it availalihe MINTS data shows that the aggregate level
of traffic continues to grow at double-digit ratesgcently averaging around 50-60 percent CAGR

" See (Cho 2008).

18 Seehttp://www.dtc.umn.edu/mints/home.php

¥ MRTG stands for Multi Router Traffic Grapher anRR stands for Round Robin Database.
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per year’® While these growth rates are impressive, theysabstantially below the rates widely
cited in the trade press over the years.
Annual Growth Rates, 2008

Growth Rate
g A A

172

174 ! ! ! ! !

T T T T T

1.0e+05 1.0e+06 1.0e+07 1.0e+08 1.0e+09 1.0e+10 10e+11
2008 Traffic, bitsjs

Figure7: Traffic growth ratesfrom publicly observed sitesin the MINTS
traffic study.?

Cho (2008) used the Japanese ISP data to investigat the mix of applications on broadband
networks is changing. Addressing one of the magtificant questions for the near-term traffic

growth — the macro-level impact of video -- Ghaooted that “The current traffic is heavily

affected by an eruption of peer-to-peer applicatibat the crust underneath is also slowly rising
with video and other rich media content. The ciusiavement is slow at the macro level so that
it is unlikely to cause a major quake in the naature.” This is a good metaphor as the
increasingly popular video traffic does not posenaminent threat to the stability of the Internet,

but the growth in video traffic will be significargéventually fundamentally reshaping the traffic
mix on broadband networks. This will have unmistd&aeconomic impacts on regulatory

policy, innovation of new applications and servicesmpetition, the value chain of network

vendors and suppliers, etc.

The final question, which existing public data shedme light on, is the distribution of traffic
among subscribers on a network. This is signifiteetause networks are shared resources where
not all traffic demands can necessarily be simelbaisly satisfied. So there is a very basic
guestion as to what constitutes fair sharing ofeawork. Users are sometimes categorized as
exhibiting "heavy" versus "regular" or "light" usagatterns. The relationship between the

20 Seehttp://www.dtc.umn.edu/mints/home.php

L For example, see "Net traffic doubling every sionths," a report from August 2001 (see,
http://www.theregister.co.uk/2001/08/17/net_traffloubling_every_siy/

2 See, Minnesota Internet Traffic Studies (MINTShap://www.dtc.umn.edu/mints/home.pHpr data
on traffic growth rates.

% See Cho (2008).
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aggregate volumes of traffic a subscriber send®eagives and their contribution to congestion

(in terms of causing packets to be dropped) isaheays clear. It is possible that a "heavy user”

does not disproportionately contribute to eithecked dropping congestion or to usage during

the aggregate peaks on a network. What is cleaigthes that there are very large differences in

the volume of traffic sent and received by différeabscribers. While most users may download

less than 2 gigabytes of traffic in a month, thp tsers on a system can easily exceed 100
gigabytes. Figure 8 displays the averdgdy inbound and outbound traffic per user on a fiber

network in Japan measured over a week in 2008. &aicfepresents one user.
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Figure 8: Correlation of daily inbound and outbound traffic volumes per
user in one Japanese metropolitan prefecture for a fiber optic network in
2008.%* Each dot above the dashed line represents users that sent more than
100 megabytes of trafficin a day.

As peak rates increase, and hence the possilolitgdnding and receiving ever larger amounts
of traffic grows, there exists the potential for ianreasing divergence between the volumes of
traffic that different segments of the market sand receivé® This is not problematic in and of
itself. A challenge will arise however if these yatifferent usage patterns are associated with
different underlying cost structures either in terof the congestion they contribute to or in
terms of the variable costs (such as usage semsiti@rges from an upstream network provider).

%4 See Cho (2008).

% |In addition to distinct differences in the usagét@rns of different types of users, there mayitferént
numbers of each type; and they may be distributéfdreintly across a network in ways that may be
related to what they are doing (e.g., differentnet/off-net patterns) with resulting implicationsr f
aggregate traffic flows.
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3. Importanceof traffic data

The previous section provides just a sample of e¢kéensive history in the networking
community on research detailing the technical bemasf networks. Indeed, the properties of
individual links, paths, hosts, and networks hawerb extensively analyzed. While these
measurements have served the purpose for whichatbey designed, connecting these technical
details and data to inform the economic, regulatand policy challenges of networking is a
relatively new challeng®.

What are missing in most regions of the world aslections of data and measurements that
provide a richer picture of the overall state ofwwks. As demonstrated, this is data that
broadband providers routinely collect and analyetheir individual network operations centers,
but is rarely understood or shared with the widemmunity, including other operatotsBy
pooling/aggregating views of multiple individualtwerks, a picture of the issues, opportunities,
and problems confronting both individual networksl @he collection of networks that comprise
the Interne®® can be developed while still protecting the coaiiality of individual network
operators and subscribers.

In particular we see this data as 1) Iimportant tostaldishing traffic
trends/growth/characterizations at both the agdeegad subscriber level; 2) vital inputs into a
data driven discussion of network management mesti3) promoting public and industry
awareness of the challenges, successes, and appegtun the broadband marketplace; and 4)
assisting in diagnosing and understanding traffdbfems and phenomena.

3.1. Broadband traffic characterization

Data about broadband and network traffic is neamedevelop representative aggregate and
subscriber traffic models that are used to anafm forecast market trends and plan network
provisioning and management. While aggregate gratdtistics indicating the total volume of

% This is not to say there are not a number of resees addressing this challenge. For example, in
addition to the work by Odlysko/MINTS and Cho/Jagsa ISPs, see the work of Caida
http://www.caida.org/publications/papers/2009/airport/aims_report.xml#toptewe are

aware of a number of other projects and suspert tirve many more we are unaware of being undertaken
at Universities and in industry labs (e.g., Cabd4, AT&T Labs) across the U.S. and abroad.

*" The wider community includes non-operator partiaii in the industry value chain (e.g., equipment,
application, content providers, and value-addedicemroviders), end customers, third party analyst
and policymakers.

% Most subscriber traffic is a mix of on-net (i.gaffic that originates and terminates on the a&¢88s
network) and off-net (i.e., traffic that either ginates or terminates on another ISP's network}aBse
ISPs generally lack detailed insight into traffienditions on the networks of other ISPs, betterlgmbo
traffic data may allow ISPs a more complete undeding of the factors driving local phenomena on
their own networks (e.g., separating local fromegahtrends) as well as conditions in the wideelnét.
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Internet traffic or subscribership are clearly imtpat and regularly cited in company annual
reports, municipal broadband plans, policy debat=sarch papers, and the popular press, more
detailed and less aggregated data are needed ¢ostanttl the composition of the aggregates, to
indentify local phenomena, and to discern the dsivand relationships among the sub-
components. Data on top line growth alone is naqadte to address questions about the
changing mix of applications (e.g. p2p vs. stregmiitleo), differences in platform technologies
(e.g., cable modem v. DSL v. wireless), and/or geanover time (in response to changing
technology/network architecture and the industigsgstem). Data to allow the decomposition of
aggregate growth are needed for the developmamttofuture scenarios and to support flexible
“what-if” analyses. End-user traffic data is neededinderstand “within” and “across” end-user
traffic distributions (e.g., how do subscriber usggatterns vary across subscribers and across
time?). When linked to cost/revenue data, represeet traffic data underlies a fuller
understanding of broadband economics.

3.2. Traffic diagnosis

Better traffic data will enable the analysis ofrsfigant traffic events. A number of organizations
currently produce analyses based upon their vielotd public and private data. These include
analyses of the effects of the de-peering incigéhsignificant cable cut® routing incidents?!
major media event¥ and security incident§.Each of these provides important lessons learned
in terms of understanding the actual and poteeffakts of the incidents and also learning how
they might be prevented in the future. More traffeta would provide a richer picture of the
effects of these incidents on communications, ®ssipand end users.

3.3. Traffic management

Representative traffic samples and broadband draffodels will prove useful in enhancing
simulations and in testing network management aggbres, including congestion management
strategies. In his bookode and Other Laws of CyberspAtd.awrence Lessig explored the
ways in which code could be an instrument for damatrol, leading to his dictum that “Code is

2 Internet Captivity and the De-peering Menace

http://www.renesys.com/tech/presentations/pdf/nagtmdnternet-Peering.pdf

%  Deja Vu Al Over Again: Cables Cut in the  Meditmean:
http://www.renesys.com/blog/2008/12/deja-vu-all4eagain-cables.shtml#more

3 The Day the YouTube Died: What happened and what wnight do about it
http://lwww.renesys.com/tech/presentations/pdf/ndBdgjack.pdf

3 Akami’s “Net Usage Index for News” enables usersibnitor global news consumption 24 x 7, seeing
in real-time the impact of current events on onfimedia consumption.
http://www.akamai.com/html/technology/nui/news/irdeml

% Conficker/Conflicker/Downadup worm as seen frome thUCSD Network Telescope
http://www.caida.org/research/security/ms08-06 7fickar.xml.
% Basic Books (July 13, 2000)
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law”. He might equally have observed (thought Ip#hily) that network management can be
law. The community of network stakeholders therefoeeds better ways of understanding and
evaluating these policies.

This is particularly important now since accessvigters have met with opposition, from a mix
of stakeholders, to the deployment of network dewit¢hat implement provider selected
congestion management polici8sThese policies often change the network resouteeations
that would result from the distributed actions okts' applications and TCP stacks. While the
result is certainly different than what would oceuthout these devices, it is ndé factounfair

or welfare reducing. However, the wider Internemeoaunity might regard it as unfair or
inefficient depending upon the policies that arglemented?®

3.4. Promating public and industry awareness of the challenges, successes, and opportunities in
br oadband

There is a lack of awareness across the Interdeé wdain and within the wider community of
the challenges posed for infrastructure investmesgecially in last-mile networks, from Internet
traffic growth. In 2004, as part of the Broadbandriihg Group in the MIT Communications
Futures Program (a collaborative effort with acaideand industry partners from across the
broadband value chain) we examined what we termedkroadband incentive problem” — the
challenge of incentivizing ISPs to continue invegtin expanded capacity in the face of rising
traffic-related cost&’ As household subscribership approaches saturatiengrowth in access
revenues priced at a flat monthly rate per subecriine will slow, but aggregate traffic will
continue to grow. Reduced investment by ISPs irargmg network capacity poses a threat to
innovative, high-bandwidth uses of the InternetwHest to resolve this quandary is a challenge
for the entire Internet value chain and will likefgquire a mix of new investment, new
usage/pricing modelsndbetter network management.

Evaluating the economic health of the broadbandketplace is also important. There is a
growing research literature documenting the econdranefits of the Internet and broadband for
employment and productivitff. More granular data about subscriber usage patteonsd help

% For example, regulatory authorities have initiaprdceedings to examine ISP traffic management
practices (e.g., in Canada sk#p://www.crtc.gc.ca/ENG/archive/2008/pt2008-1hNovember
2008; and in the U.S. sebttp://hraunfoss.fcc.gov/edocs_public/attachmatéhB-92A1.pdf
January 2008).

% For further discussion of why these issues ar¢etious, see Bauer, Clark, and Lehr (2009).

37 Broadband Working Group (2005), "Broadband Inaenfroblem,” a white paper by the MIT Communication
Futures Program, September 2005 (available at:
http://cfp.mit.edu/publications/CFP_Papers/Incemtihitepaper_09-28-05.9df

% See, for example, Varian, Litan, Elder, and Smut®02); Lehr, Osorio, Gillett and Sirbu (2005);
Greenstein & McDevitt (2008); or, Dutz, Orzag, atdlig (2009).

14



improve these studies and offer insight into host @ promote universal adoption and how best
to target public broadband funtfs.

Public traffic data also would offer a perspecirewhere the opportunities in broadband are. In
the future, understanding where broadband senscavailable and which households are
subscribers will become less interesting relatovguestions about how broadband is being used
to support novel applications directed at improvedycation, health care, business processes,
entertainment, and communication. Which regionsleaeling and lagging in the adoption of
these innovations will be of general inter&st.

4. Challenges

In this section we discuss some of the challendgeltecting an appropriate multi-ISP traffic
data set. One of the primary challenges is thatdtta requirements evolve over time as the
measurement infrastructure changes (both in tefmseasurement locations and methodology),
the questions asked of the data change (requiriorg granular or detailed data on a particular
topic), and legal and regulatory obligations aredified (changing what can or must be
collected). Thus the institutional frameworks puplace to gather data must be flexible and able
to accommodate changes. This is non-trivial becéoigeng even temporary agreement on a
methodology requires the assent of the techniagal] and management teams of all
participating organizatiors.

4.1. Technical challenges

All the typical technical challenges associatechwdiata collection arise -- missing data, spurious
data, missing metadata, and ambiguous fields. Pataand is commonly lost as systems are
moved, upgraded, and reconfigured. If a data diodleqrocess for a network temporarily fails,
it is often impossible to go back and get the plasa thereby leaving holes in the data reéord.
On the point of ambiguous fields, in discussionghwietwork operators, it was interesting to
learn that even they do not always fully understandetail how the measurements of traffic on
their network is being done. The operators sometimeed to query their measurement
equipment vendors to determine exactly how sonteefmeasured values are calculated and the
relevance of particular reported statistics (ethi, frequency with which fields are updated, or
the need to disregard certain statistics becauBer gghenomena such as changes in the
measurement design have rendered them no longerimgéal).

% For example, the American Recovery and ReinvestrAenof 2009 (Pub. L. 111-5, 123 Stat. 115,
2009) has targeted $7.2 billion in public fundiog the promotion of broadband.

' See
http://www.connectivityscorecard.org/images/upldadslia/TheConnectivityReport2009.pdf

*L'In the Japanese study of Cho (see note 16), thlenges were described as mainly political not
technical.

“2To economize on data storage costs, raw datarimanized in real-time.
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Varying network measurement methodologies are camrower time, across ISPs and
measurement equipment providers, and even withgingle provider's network because the
provider may have a mix of vendor equipment anddggystems. The precise location of traffic
probes in a network determines what traffic is meas. For instance, fewer measurement
probes are need if they are located further ugitikeaggregation hierarchy, however these will
miss intra-node direct communication traffic thatwars ‘below’ the measurement points in the
hierarchy. In the case of analysis boxes (or, DR4} identify applications and protocols, the
choice of equipment vendor and the rules in efééany point in time (i.e., what measurement
options are set and the current generation of vesaoftware) have a considerable impact on how
traffic is classified (e.g., how much traffic mag blassified as "other"). For instance, traffic
classification rules initially did not identify staming video over the customary TCP port of 80
in its own separate category. Traffic classificatiechniques differ across equipment vendors so
one could expect different traffic classificatioesults even for an identical stream of traffic.
While we are not aware of any systematic studyhef differences, the network operators we
have spoken to indicate that such differences @mamon.

The sheer size of the data sets can also presaltraes. Depending on the ISP, the data sets
may range from small “comma separated” data filekess than one megabyte to specialized
databases that collect hundreds of terabytes af adagear. Large data sets often dictate that
sampling procedures be employed otherwise evert lipgries can take hours to run. One
network operator we spoke with indicated that,hairt initial data collection setup, running a
database query at the same time as data was lmiaegied was impossible.

4.2. Analytic Challenges

An area of particular interest is how to matchficatharacterizations with other types of data in
ways that allow analysts to better understand aggeeand per-user behavior while protecting
against ex post user identification (a challenge digeuss below). There is a great deal of
information that would be desirable to collect @odnpare but that, in practice, is challenging to
acquire. For instance, to better understand theedriof user behavior, it would be desirable to
understand what other services (telephony, videemum video, etc) a subscriber takes, the
advertised service characteristics (peak ratejcepricing, etc.) of each subscriber, subscription
timing (when was service first initiated, when chad, when terminated), geographic location
data about the subscribers, and other types of gexpbic dat&>

At least in some providers’ networks, it is hardoting together service plan information with
usage data. Not only are the databases physicaejparate, they also reside in separate
organizational units within the business. Evenititernal analysis teams are stymied at times
when they seek to match usage and service deserigtta. It is also challenging to answer
some analytic questions for technical reasonsnéd wanted to analyze how traffic demands
shifted immediately following a capacity upgradesidifficult in practice to identify the precise
timing for when the upgrade took effect for an indual subscriber. Just because a subscriber
has been authorized to utilize higher peak sendm receiving rates, the subscriber may not

3 This is information that is not available in ttepanese studies mentioned in note 16.
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have rebooted their modem to pick up the new g=ttand hence would still be running with
older and slower rates until they do.

Even once data is collected, analysis is complicétecause there are no generally accepted
"right” metrics for many of the questions that coomein discussion of traffic data. In a related
paperi* we presented several different definitions for gestion and recounted some of the
intellectual history in the evolution of thinkingp@ut congestion to suggest the importance of this
complexity. Each metric has implications and is amt@nt in particular contexts, but can be
misleading if not understood properly.

As another example, consider the OECD report thatichents the “fastest advertised broadband
speeds” per country in 2008. What is advertisedeshnically very different in different
countries, rendering cross-country comparisonsvehesomething as seemingly straightforward
as peak advertised rates difficult. For example,similar technologies/services, the rates that
are advertised in Japan and the U.S. are diffeféot. example, the Japanese advertise a
maximum peak rate of 160 mb/s that is not achievablpracticé®> Moreover what is being
advertised is the shared capacity. While a subscritay occasionally be able to burst at very
high rates, they are unlikely to sustain such higlkes as they compete for the shared resource
with other subscribers. Most users appear to utalasthis and so the advertised peak rate
provides, at best, only a rough proxy for expecervice quality. Furthermore, we have been
told that Japanese subscribers reportedly see lmoddconnection speeds as status symbols so
advertising high peak rates is a valid responsenéoket conditions in Japan. In the United
States, the advertized maximum rates for the saotaical system are noticeably lower.

4 See Bauer, Clark, and Lehr (2009).

%> See Figure 9 below, noting in particular Japanicivtoffers 160 mb/s broadband. This particular
service is offered at 6,000 yen ($60, accordindnttp://bits.blogs.nytimes.com/2009/04/03/the-cast-t
offer-the-worlds-fastest-broadband-20-per-hgmeaid is a DOCSIS 3.0 service offered over a cable
network. What is interesting is that if 4 chanrasis bonded together the maximum synchronizatioadspe
of the subscribers modem and the CMTS is aroundnly¥8 but the maximum usable speeds is 152 mb/s
(i.e. less than the advertised speed.).
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Figure9: OECD data from 2008 on the fastest advertised br oadband speeds.

4.3. Legal Challenges

The privacy implications of measuring individual bsariber behaviors must be carefully
managed. There are obvious concerns that detaifedmnation may enable socially undesirable
forms of discrimination. Thus, there is a growinvgageness that Internet traffic data needs to be
managed so as to respect and protect individudldsortiality and privacy. Today, there are no
clear or universally accepted norms or rules fatguting user data on the Internet. This is an
active and important area of on-going reseéfch.

Even in the absence of consensus norms or tUlE¥Ps have brand images to protect from
perceptions that they may have inadequately predestibscriber privacy or misused subscriber
data (regardless of whether any such perceptiomsvel-founded or not}® Thus, addressing

concerns about protecting individual subscribeadat very important in generating support for
the collection and sharing of appropriate publicad®ne of the benefits of pooling data from
multiple ISPs is that it provides additional opsofor preserving provider and subscriber

6 See for example, Camp (2001), WIK-Consiltal. (2007), or Ohm (2009) for a sampling. Links to
current policy debates and further research arélaée at: Electronic Privacy Information Center
(http://epic.org), privacy.org  [ittp://privacy.org), Electronic Frontier Foundation
(http://www.eff.org/issues/privagy

*"|SPs do face regulatory rules on the disclosurgubkcriber data, but these rules vary by contedt a
are not comprehensive.

8 In today's Internet blogosphere rumors of bad Wiehaan be damaging.
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confidentiality, while enabling sufficiently rigoos and detailed sampling to obtain statistically
accurate traffic characterizations.

For academic researchers, many universities — divggu MIT — require that all affiliated
personnel that are engaged in research involvinganusubjects submit their proposal to an
Institutional Review Board (IRBY that has the responsibility to confirm that theemrch is in
compliance with federal regulations designed totgmtbhuman subjects from harm that may
arise as a consequence of the proposed reseasts ®i individual privacy are one of the
potential harms that the IRB process is intendedddress. While the original focus of these
rules was on humans engaged in medical researcmpped by several well-known cases of
abuse? the IRB process has now been extended to all n&sé@avolving human subjects. This
process provides an additional layer of protectmmnsure adequate privacy protection. There
are a variety of techniques including sampling gieaand anonymization that may be used to
ensure that the data that is collected does ndtdacany personally identifiable information
(P1I).

4.4, Business Challenges

As noted earlier, the efficiency of markets depemashe availability of adequate information to
key stakeholders (buyers and sellers). There igha @conomics literature documenting the
importance of private and asymmetric informationd d@s potential to effect the allocation of
resources and profitd. The fact that better traffic data may make thernmét ecosystem more
competitive and efficient means that such datanierently strategic. Better traffic data may
allow an ISP to better plan its investments angefaits service offerings to capture market share
from other providers.

We believe efforts to collect data would be mosicegsful if the data is voluntarily. While the
datacould be compelled, using strong regulation to collecté disclosure of the data would
introduce regulatory costs (e.g., direct overhemdvall as distorting incentives) and rigidities
(technology evolves faster than regulations). Ecgssful mechanisms can be crafted to make
sharing the data incentive compatible, we beliéeresult will be to get more granular, timely,
and better data publicly available than if its eotlon is only accomplished via regulatory
mandate?

“ The IRB is a review board established by the Umsite with representation from across the
community.

*¥ These included the Milgram Obedience to Authagitperiments of 1988 and the Public Health Service
Syphillis Study (1932-1972), more commonly refertea@s the "Tuskegee Syphillis" experiments.

*L See, for example, Tirole (1988).

2 Government mandated data collection of detaildd dames with strong non-disclosure obligations.
For example, the Annual Survey of Manufacturers NAollected by the Census Bureau limits
disclosure of data that would allow identificatiohindividual providers. To date, the FCC has selyer
limited third-party access to the zip code levetad& has collected on broadband, thus limiting its
usefulness for policy formulation and researchs(taftcites to this possible if we need).
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There is also a free-rider problem that will needé¢ addressed. Even if one accepts the value of
better public information on traffic, most folks wd be happier if they can derive those benefits
without having to pay the costs of making the datailable. While this will pose a challenge, it

is hardly a new challenge or one limited to thebpeo of Internet traffic data, and so there are a
host of well known approaches for addressing thHiallenge. We expect that industry
associations, consortia, and standardization badags play useful roles in figuring out how to
resolve these issues.

5. Collaborative data collection

Over the past year, we have been working with augrof broadband providers to collect
"micro" traffic data sets that we plan to pool irder to provide a richer characterization of
broadband traffic than has heretofore been pubbsigilable’® We are aware of a number of
complementary initiatives also underw#yOur project, the MIT Internet Traffic Analysis Sl
(MITAS), is collecting a pooled data set from a fen of ISPs serving a cross-section of
geographically dispersed markets using a varietgativork architectures in the United States
and abroad.

The data we are collecting falls into a varietyddferent categories. In almost all cases this is
data that network providers are collecting intdgnalready. The data we are collecting includes:

* Per subscriber usage data (up and down byte cawats different measurement periods
ranging from 15 minutes, 1 hour, to 1 month) frasarses such as IPDR data records

» Link utilization records that represent the aggtegiata flow for subscribers (up and down
byte counts over different measurement periodshagaiging from 15 minutes, 1 hours, to 1
month) collected from sources such as SNMP bytateos

» Percentages of traffic in different classificatiswh as http, email, video, peer-to-peer etc
as determined by the rules df Barty traffic analysis boxes.

« Historical utilization data at both for both subber level and aggregate data flows
* Reports detailing interesting traffic managemenidants and challenges

* Results of individual experiments that for instarelore the correlation between link
utilization and packet loss, latency, and jitter.

To give a flavor of some of the research questwasbelieve this data may help to address,
consider the following partial list of questions @ considering targeting in our initial research
efforts with this data:

%3 Seehttp://mitas.csail.mit.edfor further details.

** Some of the important initiatives in this arediile MINTS fttp://www.dtc.umn.edu/mints/CAIDA
(http://www.caida.org/research/traffic-analysisind M-Lab fittp://www.measurementlab.ngt/

%5 Seehttp://www.tmforum.org/ipdfor details.
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* What are the traffic growth rates in different gast the Internet?

* What does the peak to average ratio look like ffedint markets and regions of the world?
* Do the top users actually consume more bandwidpleal times than the average users?
* What share of subscriber traffic terminates on-net?

e How do individual subscribers’ usage levels chamger time (during a subscriber's
lifecycle, seasonally, and with general industentts)?

* What is the impact of external events on overdlffitt (e.g., special events such as the
Olympics, extreme weather such as heat waves, @& ititroduction of new
services/applications/devices such as YouTubeeifthone)?

* What is the relationship, if any, between globatusiy threats, botnets, and malicious
traffic, and bandwidth consumption patterns?

« What are useful summary statistics and data rept&sens to characterize traffic
aggregates? Per-subscriber flows?

6. Concluson

In the initial phase of broadband Internet accebs, focus of policy-makers and many
researchers has been on ensuring universal aviyladmd adoption of broadband service. As
broadband subscribership saturates, broadbandstinfcture continues to evolve (e.g., toward
much higher potential peak rates, toward mobilatband, etc3® and the applications enabled
by broadband become more widely relied upon (&teractive rich multimedia applications),
guestions aboutow broadband is being used will be more interestiraptwhether it is being
used. To properly address such questions, we egdddrmuch better insight into Internet traffic
(its growth, statistical characterization, driveet¢.) over both short (operational) and longer
(investment) time frames.

We have argued in this paper that traffic data Wélcentral to monitoring and resolving the
inevitable tussles of this next stage or develognt@iven that such data is not publically visible,
the cooperation of network operators is esseal.are optimistic that the challenges of sharing

6 With first generation broadband, knowledge of tresic technology (e.g., DSL or cable modem)

provided a rough but reasonable gauge to understahdt the peak data rates might be

(upstream/downstream) and what applications coeldupported via those services. As we move to a
world with FTTH and 4G wireless, there will be widdispersion in available peak rate capabilities in

marketed services that will render reliance on peafes alone a much less reliable metric for

characterizing service differences. Traffic datacdmes more important to develop a nuanced
understanding of relevant architectural differences

" As noted in the preceding footnote, there are nveays to provision broadband capacity for different
applications and what works best for one applicatinay not for another. Once again, a richer
understanding of traffic data is essential to adégly mapping services to available physical artd/oek
infrastructures.
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traffic data can be addressed. The technical contyn(including academics, operators, vendors
and interested individuals) has a long history @faborating through institutions such as the
IETF,°® NANOG™® (and its equivalents in other regions), and ofbrems. A similar cooperative
capacity can be developed which produces data abeutaffic on the Internet.

While we have a clear understanding of why sucffficralata is important now, we also
recognize the importance of collecting data in@pétion of future use. In “Looking Over the
Fence at Networks: A Neighbor's View of NetworkiRgsearch” it was noted that “good data
outlives bad theory®® Data can be useful to later generations of rekesscin ways not yet
understood. The report noted the heavy dependenttee cscientific community’s knowledge
and understanding of climate change on a recom@mbspheric carbon dioxide measurements
that Charles David Keeling started collecting onulia Loa in 1957. An analogous historical
data set of traffic data for the Internet might &imilarly important for future networking
research providing a baseline for evaluating thgelscale impact of both evolutionary and
revolutionary changes in the Internet.
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