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Abstract

We propose a method for estimating the 3D structure and the dense 3D motion (scene flow) of a dynamic nonrigid 3D scene, using a camera array. The core idea is to use a dense multi-camera array to construct a novel, dense 3D volumetric representation of the 3D space where each voxel holds an estimated intensity value and a confidence measure of this value. The problem of 3D structure and 3D motion estimation of a scene is thus reduced to a nonrigid registration of two volumes—hence the term “Scene Registration”. Registering two dense 3D scalar volumes does not require recovering the 3D structure of the scene as a pre-processing step, nor does it require explicit reasoning about occlusions. From this nonrigid registration we accurately extract the 3D scene flow and the 3D structure of the scene, and successfully recover the sharp discontinuities in both time and space. We demonstrate the advantages of our method on a number of challenging synthetic and real data sets.

1. Introduction

Structure and motion estimation from image data is of fundamental importance in many vision and graphics applications, including 2D optical flow for image-based rendering, nonrigid volumetric registration of medical data sets, object tracking, navigation, or virtual reality.

Our objective is to recover the 3D structure and the motion of a nonrigid 3D scene, captured with a calibrated dense camera array (i.e., the baseline between each pair of adjacent cameras is small, see Fig.1). This problem received considerable attention in the last decade and various algorithms have been proposed to solve it. These algorithms use multiple cameras to estimate the scene flow, where scene flow is defined as the dense 3D motion field of a nonrigid scene [24]. It follows directly from this definition that 3D recovery of the surface must be an essential part of scene flow algorithms, unless it is given a priori.

Most existing methods for 3D structure and scene flow estimation require establishing dense correspondence between pixels or regions of the same scene taken from different views at different time steps. The correspondence problem brings with it several classical challenges, including ambiguities due to a small field of view or low texture regions (the aperture problem), dissimilar appearance of the scene over time or from different views, and image noise. Another central difficulty in estimating dense correspondence fields is the occlusion problem. That is, regions visible in one image but having no counterparts in other, and hence cannot be matched.

Extensive research has been carried out to address the problem of correspondence in time and space, mostly in the area of optical flow and stereo estimation. Most existing methods for scene flow or multi-view reconstruction rely on a “photo-consistency” measure for evaluating the visual compatibility of the correspondence across multiple images. In addition, most of these methods define a “visibility model”, to determine the occlusion relationship between the recovered 3D points. The visibility model determines which images should participate in the estimation of the photo-consistency measure. The photo-consistency measure and the visibility model interfere with each other because errors in the photo-consistency measure affect the visibility modeling and vice-versa. Thus, despite many advances in recent years [3, 18] handling occlusions and the resulting discontinuities is still an open research problem.

Our approach sidesteps the need to recover or handle occlusions and does not require explicit reasoning about flow discontinuities, a requirement that adversely affects scene
flow methods. We represent the problem in a 3D volumetric space that does not distinguish between real and free 3D scene points. Specifically, we use a dense, calibrated and synchronized multi-camera array to capture a dynamic nonrigid 3D scene at two time steps. The set of images captured by the camera array at each time step samples the light rays in the scene. The captured data at each time step is then represented with a discretized 3D volume, where each cell stores the distribution of light rays passing through it. We approximate this 3D vector field of light rays by a 3D scalar volume. In particular, the set of light rays at each point is reduced to a scalar and a confidence measure, estimated by nonlinear filtering.

The proposed approach has a number of benefits. First, we sidestep the need to reason about visibility, which is taken care of automatically in the volumetric registration step. Second, each voxel in our volume is assigned with our confidence that there is a real 3D point there. This way we do not have to commit to the 3D structure. Thus, we can compute the flow between the two volumes, which represent the scene at two time steps, without explicit representation of the scene. Computing the flow in this volumetric space amounts to matching two 3D scalar fields, a problem that has been addressed in the past. Finally, the method is scalable and, to the best of our knowledge, we are the first to compute both 3D structure and scene flow from tens of cameras.

Once correspondence in this space is estimated, we use the confidence measure to extract both the scene flow and the 3D structure, and successfully estimate the sharp discontinuities in both time and space.

2. Background

Due to the considerable body of work on flow and reconstruction, we focus on research we consider most relevant to ours. See [3, 18] for a recent overview and evaluation on optical flow and multi-view reconstruction.

The seminal work of Horn and Schunck [9] on optical flow estimation assumed a smooth deformation field. This assumption was later removed by Space Carving [13] that still makes hard decisions about voxel occupancy. Space Carving was extended to deal with probabilistic space carving [6] as well as non-Lambertian surfaces [27, 22] but all extensions depend on photoconsistency and need to deal with occlusions. One way to adopt voxel coloring, or any of its descendants, for our needs is to estimate the 3D structure at each time step and then estimate the scene flow between the two. Unfortunately, there is no guarantee that the 3D structure estimations will be consistent and hence the scene flow estimation might fail, as we show in the experimental section.

Neumann et al. [15] proposed a new camera design to deal with 3D motion estimation (as opposed to 3D reconstruction). They first define a polydioptric camera which is a generalized camera that captures a multi-perspective subset of the space of light rays (dioptric: assisting vision by refracting and focusing light). And then show that 3D motion estimation of polydioptric cameras based on a light field representation is independent of the actual scene. The intensity of a light ray does not change over time in a static scene with fixed illumination and therefore matching light rays is possible.

We, on the other hand, consider a dynamic scene where the correspondence between light rays is ill defined since the intensity of a light ray can change due to nonrigid deformations. So instead of matching individual light rays, we match 3D points where each point aggregates the distribu-
Cameras are aligned to the reference view by computing the stereo parametrization used by Szeliski & Golland [21].

The homographies between the views, in a way similar to parallel planes, {\pi_1, \ldots, \pi_N}. Section 3.1 describes how the volumes are registered, and each pair of adjacent cameras is assumed to have small baseline.

Each set of images, captured at a single time step, is used to construct a 3D volume, \( V(x) \), where every cell holds a 2D distribution of the light rays that pass through the point \( x \). We then approximate \( V(x) \) to obtain a scalar volume, \( S(x) \), by applying a nonlinear filter to the captured light rays at each scene point. In this scalar volume, occluding surfaces are blurred out in the vicinity of the objects boundaries. Furthermore, \( S(x) \), which consist of real scene points as well as points in the free space, is a piecewise continuous representation with respect to all three dimensions (x, y and z). This lets us perform a dense matching of the two scalar volumes, \( S^t \) and \( S^{t+1} \), computed at two time steps, prior to recovering the 3D structure of the scene. By doing so, we bypass the need to reason about occlusions or sharp discontinuities in both the 3D structure and 3D motion field.

Finally, the computed flow between \( S^t \) and \( S^{t+1} \) is used to extract both the 3D structure and 3D motion and to recover the sharp discontinuities in both the depth and the motion field. In the following we first describe the construction of \( S \). Section 3.2 then describes how the volumes \( S^t \) and \( S^{t+1} \), computed at two consecutive time steps can be registered.

### 3.1. 3D Representation

We discretize the 3D space using a set of \( K \) fronto-parallel planes, \( \{\pi^k\}_{k=1}^K \), with respect to the central camera, \( C^0 \) (see Fig. 2). For each plane, the images from all \( N \) cameras are aligned to the reference view by computing the homographies between the views, in a way similar to the stereo parametrization used by Szeliski & Golland [21].

Formally, let \( V(x) \) be the volume:

\[
V(x) = \{\gamma_i \mid 0 \leq i \leq N - 1\},
\]

where \( \gamma_i \) is the intensity of the pixel that is the projection of the 3D point \( x \) onto the \( i^{th} \) camera (see Fig. 3 for 2D illustration). This gives us a 2D distribution function of the light rays passing through the point \( x \) and sampled by the camera array. In practice, the 3D space is sampled by back-projecting each pixel in the reference view onto each of the planes, \( \{\pi^k\}_{k=1}^K \). Namely, there is a known transformation between each volume point, \( x \), to a pixel in the reference view.

Observe that \( \gamma_i \) represents the true intensity of the 3D point only if it is a real scene point that is visible to the \( i^{th} \) camera (see Fig. 3(a)). In case the point is occluded in the \( i^{th} \) camera (see Fig. 3(b)) or in case it is a point in free space, (see Fig. 3(c)), then \( \gamma_i \) is the intensity of an arbitrary point.

Then why is \( V(x) \) a useful representation? To understand this, consider the simple case of a scene that consists of Lambertian background and foreground objects captured by a dense camera array. A scene point that is visible in all views would have a unimodal distribution centered around the surface irradiance at that point. A 3D point that is located in free space will not have such a unimodal distribution because random 3D points are projected to the various cameras in the camera array. A 3D point that is occluded in all views will behave in the same way a free 3D point would (see Fig. 4). This reasoning should hold for scenes with more objects as well. We will take advantage of the fact that only real scene points are supposed to have a unimodal distribution.

In order to allow for an efficient and robust correspondence estimation, we reduce the 2D distribution of rays at each 3D point in \( V(x) \) to a single scalar \( S(x) \), which allows us to use existing 3D matching techniques for computing the 3D motion of every point in the 3D space.

Simple averaging of samples from all cameras, as is done for example in voxel coloring [19] or synthetic aperture
photography [11], results in combining intensities of different 3D points in the scene. In particular, scene points that are occluded in some of the cameras are likely to be assigned a different intensity; hence, the matching between the volumes is prone to errors. Instead, we take a more robust measure that assigns a coherent intensity to scene points, while blurring out points in the free space. We demonstrate the advantages of our method over simple averaging in the experimental section.

Following the discussion above, we assume that the largest mode (i.e., the most frequent intensity value) of \( V(x) \) corresponds to the true irradiance of \( x \), in the case that \( x \) is a scene point. However, if \( x \) is a point in free space, or is completely occluded, choosing the intensity to be one of the modes results in random noise. Fig. 4 shows a typical distribution of light rays, in terms of their corresponding gray level histogram, for three pixels that correspond to each mode. We denote \( m \) as the largest mode (i.e., the most frequent intensity value) of the distribution compared to the total number of modes. We determine the intensity of each 3D point, \( x \), by averaging the modes of \( V(x) \):

\[
m(x) = (m_1, m_2, \ldots)^T,
\]

(2)

where \( m(x) \) is the vector (of variable size) of the intensity centers of the detected modes; \( n(x) \) is the vector of the cardinality of each mode (i.e., how many samples belong to each mode). We denote \( m_s \) and \( n_s \) to be the intensity and cardinality of the largest mode.

We determine the intensity of each 3D point, \( x \), by averaging the modes of \( V(x) \):

\[
S(x) = \tilde{c}(x)^T m(x),
\]

(4)

where \( \tilde{c}(x) = (\tilde{c}_1, \tilde{c}_2, \ldots) \) is a vector of weights. We set the weight \( \tilde{c}_i \) of mode \( i \), according to its cardinality, \( n_i \), and deviation from the intensity of the largest mode, \( m_s \):

\[
\tilde{c}_i = \frac{n_i}{N_x} \left( \frac{1}{\sqrt{(m_i - m_s)^2 + \epsilon}} + 1 - \mu \right),
\]

(5)

where \( N_x = \sum_i n_i \) is the total number of cameras that view the point \( x \) and \( \epsilon = 0.001 \). To control the relative impact of the intensity deviation, we set \( \mu = \frac{n_i}{N_x} \in [0, 1] \). It follows that a large mode which is close to \( m_s \), will have high weight. We found this heuristic choice to work well in practice.

A confidence measure is computed for each point, \( x \), by taking the ratio of the number of cameras in the largest mode of the distribution compared to the total number of cameras that view that point:

\[
C(x) = \mu = \frac{n_s}{N_x},
\]

(6)

This way scene points will have a high confidence, because we expect their distribution to be unimodal, while all other points (i.e. those in free space or those that are occluded) will have a very low confidence.

Following this procedure, each sampled volume \( V(x) \) is reduced to a scalar-valued 3D volume \( S(x) \), and the corresponding confidence \( C(x) \). Now we are able to compute the matching between the volumes computed at two successive time steps \( t \) and \( t+1 \).

### 3.2. 3D Registration

Each of the two 3D scalar volumes \( S^t \) and \( S^{t+1} \), can be regarded as a sampling of a piecewise continuous volume with respect to all three dimensions \( (x,y,z) \). This property enables us to find the matching between the volumes using nonrigid 3D registration techniques. In particular, we use the method of Glocker et al. [8], previously used in the context of medical imaging. This method allows the brightness constancy assumption to be imposed between the source and target volumes (data term) and the smooth-
ness assumption on the 3D flow (smoothness term), using arbitrary cost functions. A global objective functional is defined to express these assumptions and then is reformulated as a discrete labeling problem. In order to account for large displacements and to achieve sub-pixel accuracy, a multi-scale incremental approach is considered where the optimal solution is iteratively updated. The discretized functional at each level is efficiently minimized using the Markov Random Field (MRF) optimization method of [12].

To use the method of Glocker et al.[8] let \( F(x) \) denote the 3D flow between \( S^t(x) \) and \( S^{t+1}(\hat{x}) \). That is, 
\[
F(x) = (u(x), v(x), w(x)),
\]

where \( u, v \) and \( w \) are the flow’s horizontal, vertical and depth components, respectively. We chose the data cost to be the weighted sum between the brightness constancy and depth components, respectively. We chose the data cost to be
\[
E_{Data}(F) = \frac{1}{|\Omega_S|} \left( (1 - \lambda) \sum_{x \in \Omega_S} |S^t(x) - S^{t+1}(\hat{x})| + \lambda \sum_{x \in \Omega_S} \left( \frac{\nabla S^t(x)}{||\nabla S^t(x)||} \cdot \frac{\nabla S^{t+1}(\hat{x})}{||\nabla S^{t+1}(\hat{x})||} \right) \right)
\]

where \( \hat{x} = x + F(x) \), \( \lambda \) controls the relative weight between the terms and \( \Omega_S \) denotes the volume domain.

The smoothness term is given by the truncated \( L_1 \) distance between the flow of neighboring volume points:
\[
E_{Smooth}(F) = \sum_{x \in \Omega_S} \sum_{x_n \in \mathcal{N}(x)} \min\{||F(x) - F(x_n)||_1, \eta\},
\]

where \( \mathcal{N}(x) \) is the neighborhood of point \( x \), and \( \eta \) is the truncation threshold. In practice, a truncation of the smoothness term allows discontinuities in the flow \( F(x) \).

### 3.3. Depth and Optical Flow Estimation

After the volumetric registration stage, every point in the volume is associated with an intensity value, a confidence measure, and a 3D flow estimation. With these in hand, we extract both the 3D structure and 3D motion of the scene (scene flow) w.r.t the reference camera by assigning a depth value for each pixel in the reference camera. That is, once the depth value of each pixel is chosen, the optical flow and depth value at the following time step are directly determined by the computed 3D flow.

Each pixel \( p = (x, y) \) in the reference camera \( I^0 \) is associated with a set of \( K \) possible locations in the volume, given by: \( \{x^i = (x, y, z^i)\}_{i=1}^{K} \), where \( \{z^i\}_{i=1}^{K} \) are the discretized depth values that form the volumetric space. The intensity, the confidence and the 3D flow of \( x^i \) are respectively given by:
\[
\{S^t(x^i), C^t(x^i), F(x^i)\}.
\]

We wish to find the optimal depth \( z^* \) that minimizes the difference between the intensity, \( I^0(p) \), of pixel \( p \) in reference image \( I^0 \) and the intensity \( S^t(x, y, z^*) \) in the volume. We also assume that the optimal assignment should have high confidence, so we want \( C^t(x, y, z^*) \) to be high. These assumptions are formulated as a MRF multi-labeling optimization problem where a label assignment \( t_p \) associates the pixel \( p \) with the point, \( x^{t_p} \). Formally, the data term is defined as a weighted sum of the above mentioned assumptions and is given by:
\[
E_{Data}(L) = \sum_{p \in \Omega} |I^0(p) - S^t(x^{t_p})| + \alpha(1 - C^t(x^{t_p})),
\]

where \( L \) is the set of discrete labels of all pixels, \( \alpha \) controls the relative impact of each of the terms, and \( \Omega \) denotes the reference camera domain.
A spatial smoothness term is added, expressing the assumption that neighboring pixels have similar depth values. That is,
\[ E_{\text{Smooth}}(\ell) = \sum_{p \in \Omega} \sum_{q \in \mathcal{N}(p)} |\ell_p - \ell_q|, \] (12)
where \( \mathcal{N}(p) \) is the neighborhood of pixel \( p \). The total energy,
\[ E(\ell) = E_{\text{Data}}(\ell) + \beta \cdot E_{\text{Smooth}}(\ell), \] (13)
is effectively minimized using graph cuts. We use a fairly low value of \( \beta \) in our implementation.

Finally, given that the optimal assignment for each \( p \) is \( z(\ell_p) \), we define \( x^* = (x, y, z(x^*)) \). The optical flow of \( p \) is given by \( (u(x^*), v(x^*)) \), and the new depth value at the following time step is given by \( (z^* + w(x^*)) \). The computed optical flow and the depth maps at two time steps can now be reprojected (using the camera intrinsic parameters) in order to recover the exact 3D structure and 3D motion in the perspective 3D space.

Observe that we were able to extract the optical flow and the 3D structure without reasoning about visibility of 3D points in the cameras. This is the key insight in extracting the depth and optical flow from our volumetric space.

4. Experiments

We conducted a number of experiments on synthetic and real data to evaluate several aspects of the proposed method. First, we compare ourselves to other, state-of-the-art methods on synthetic data and find that we are more accurate. Second, we show that our method can handle sharp discontinuities in both shape and motion on both synthetic and real-world scenes. In addition, in one experiment we use 1D camera array of 100 cameras to demonstrate the scalability of our method.

We also analyze two key design decisions that we made. The first decision we analyze is the reduction of the vector-valued volume \( V(x) \) to scalar volume \( S(x) \) using QuickShift, as opposed to simple averaging. We find that QuickShift is more robust and leads to better overall accuracy (see Fig.6(e)). The second design decision we analyze is the use of our scene registration, i.e., performing a matching prior to recovering the 3D structure of the scene. To this end, we use a robust version of Voxel coloring, where photo consistency is estimated using QuickShift, to estimate 3D structure at each time step independently and then register the two volumes. We find that the results are not as good as our method, because Voxel coloring does not guarantee consistent 3D structure at both time steps, an inconsistency that adversely affects the registration step.

**Ground Truth Evaluation:** We tested our method on two challenging synthetic scenes that were rendered in OpenGL. The scenes are viewed by a dense 1D array of 51 cameras, and consist of a moving foreground that is placed at a distance of \( Z=200 \) in front of a background plane that is located at \( Z=500 \), (the units are arbitrary). The foreground, i.e., a frontoparallel frame in the first scene and a tilted plane in the second scene, is moving 70 units in the depth direction w.r.t. the reference camera (See Fig. 5). Therefore, large discontinuities and occlusions are introduced in both the spatial and the temporal domains. In both experiments the depth was discretized into twenty-five levels, and the reference camera was the central one.

The results for the first experiment are presented in Fig. 6. As Fig.6.(d) clearly demonstrates, we successfully obtain accurate results for both the optical flow and the magnitude of the optical flow estimated by our method; (g) the magnitude of the optical flow estimated by [28]. (h) the flow map of our optical flow.

<table>
<thead>
<tr>
<th>RMS</th>
<th>AAE (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>v</td>
</tr>
<tr>
<td>u</td>
<td>v</td>
</tr>
</tbody>
</table>

Table 1. The evaluated errors (w.r.t ground truth) of the extracted optical flow computed with our method and comparison to the projection of the scene flow results of Basha et al.[4] and the optical flow results of Zach et al.[28]. RMS error in the optical flow, (u, v). Also shown is the absolute angular error (AAE).
depth. We quantitatively evaluated our results by computing the RMS and the AAE with respect to the ground truth. To test the affect of the number of cameras on accuracy, we evaluated our results with a smaller number of cameras (N=25 and N=7). The computed errors of our results compared to the errors of the multi-view scene flow method of Basha et al.\cite{4}, and to the optical flow method of Zach et al.\cite{28} are summarized in Table 1, which demonstrates the higher accuracy of our method.

Real Data: We tested our method on several real-world sequences that were captured by the 5 × 5 camera array, PROFUSION 25 (see Fig. 1(a)). The cameras are arranged with 12mm spacing and provide 640 × 480 images of raw data at a rate of 25FPS. Due to the narrow baseline setup, the camera array was placed at a distance of 1.5-2 meters from the background. The cameras were calibrated independently using OpenCV and the images were corrected for lens distortion and vignetting. In all the real-data experiment the depth was discretized into thirty values and the images were downsampled by a factor of two.

Our results for three datasets are presented in Fig. 7-9. The first two datasets demonstrate large discontinuities in depth and motion. In the second dataset (Fig. 8), larger motion is considered and hence significant occlusions in temporal domain must be dealt with.

Fig. 7-9, show the recovered depth and the magnitude of the estimated optical flow, for each of the first two datasets. In addition, we present the 2D slice from the volume that corresponds to the foreground object and its associated confidence map. As can be seen, the foreground object is in focus while the rest of the scene is blurred out. Moreover, the foreground object is assigned a high confidence as expected.

However, a closer look shows that there are additional high confidence regions that belong to the background. The reason is the low variance of intensities in those regions. In particular, these regions cannot be distinguished during the clustering stage (despite the wrong depth value), and hence, the 3D structure cannot be obtained from the confidence alone. Nonetheless, since the depth and optical flow are extracted using the brightness constancy assumption (between the volume and the reference camera) as well, we successfully obtain the correct solution.

The third dataset (Fig. 9) involves nonrigid motion of a moving face. The recovered depth map shows that the depth differences between parts of the face are recognized. This is also shown in Fig. 9.(f), where the nose is assigned low confidence.

In the last experiment we used a camera stage (see Fig.1(b)) to capture a scene with several toys that move behind a wire fence. At each time step we take 100 images, of size 320 × 240, of the scene. Fig. 5 shows the results of this experiment. As can be seen, we successfully recovered the 3D motion of the toys, as well as the 3D structure of the scene, despite sharp discontinuities (for example, the wire fence).

5. Conclusions

Scene registration is a method for computing the structure and motion of a dynamic nonrigid scene, captured with a camera array. A feature of our approach is that it does not require explicit occlusion handling and improves the reconstruction of discontinuities both in space and time. The key idea of our method is to convert the input sets of images into a novel volumetric space. In this volume both real scene points and points in free space are represented by a
scalar value and a confidence measure. With this representation the flow computation is reduced to a nonrigid registration of two 3D scalar volumes that does not require explicit reconstruction of the 3D scene structure or reasoning about occlusions. Instead, the scene flow and structure can be recovered easily after the volumetric registration. Experiments on a number of challenging synthetic and real data sets demonstrated the advantages of our approach. The experiments also reveal that our method is scalable and can successfully handle tens of cameras.

In future work, we intend to improve the current matching algorithm by taking into account full confidence information. Also, we would like to extend the matching algorithm to deal with different variants of 3D vector fields such as higher dimensional light fields.
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