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Why businesses will have to
Interpretability is crucial for trusting Al and explain their Al
machine learning
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The algorithms underpinning todays artificial intelligence and machine learning
systems are nighly complex, and proprietary, but Al experts says data protection
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Researchers develop ways to help machines account for their decisions. doing business in those areas to explain decisions made using Al 2

General Data Protection Regulation

(enacted 2016, taking effect 2018)

 Grants consumers a “right to explanation”
* Fine for violations: up to 10 million EURO

Algorithm

We focus on neural networks with Rel_U activations:
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Our algorithm is inspired by concolic testing:
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Problem Definition

Judgement Problem: special binary classification problem where one result Is more
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desirable than the other.
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Mortgage Underwriter

Corrections as interpretations:

Increase your salary Improve your credit score

Ask for less money Look at a different type of house

Desired properties of corrections:

Minimal
... If you become a millionaire living in Montana
J .. if you increase the monthly income by $100 (+/-10 is fine)
Stable
... If increase the monthly income by $100 exactly (not even $99 or $101)
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Our corrections are sound underapproximations that are local to the input

0.10

Why?

J Your application would be approved if you increase the monthly income by $100

xperiment Results

Mortgage Underwriting

Network structure: 5-layer feedforward network with 1000 neurons
Dataset: applications and performance of 36 million single-family loans
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Solver Performance Prediction
Network structure: 8-layer feedforward network with 800 neurons

Dataset: statistics of 6k first-order theorems and whether they can be solved by a solver
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Drawing Tutorial

Network structure: convolutional network with 4096 neurons
Dataset: 0.12 million variants of a canonical cat drawing and 0.12 million other cat drawings
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