1 Description of this document

**Time-lapse video retrieval and the match frame** Figure 1 illustrates the time-lapse video retrieval results and the match frames. The retrieval is based on a standard scene matching technique [Xiao et al. 2010] (Section 5.1) and color statistics (Section 5.1.1).

**Locally linear vs affine** Figure 2 compares the choice of locally affine model and linear model. Similar to expressivity test, we hallucinate from one input frame to another ground truth frame in a single time-lapse video. We perform the transfer with locally linear and affine model. The difference between the output and the ground truth shows that affine model yields better result.

**Expressivity of locally affine transfer** Figure 3 illustrates the expressivity of locally affine model under various scenes (Section 6.1), including harbor, lake, skyline, river side. As described in Section 6.1, we take a frame from a time-lapse video as input, and another frame as ground truth. We hallucinate the input to the ground truth frame using the same time-lapse video. The output is visually close to the ground truth, even the lighting between the ground truth and the input frame is very different.

**Compare to Deep photo** In Figure 5, we compare our results to Deep Photo [Kopf et al. 2008], which uses scene 3D information to relight the image (Section 7.1). We use the input and the result relit at dusk on their web-site. For comparison, we hallucinate the input to “golden hour”. Both results are plausible, but we don’t need scene-specific data.

**Compare to Laffont et al.** In Figure 4, we compare our results to Laffont et al [2012], which uses a collection of photos under the same scene for illumination transfer (Section 7.1). They decompose the image into intrinsic and illumination, and then transfer the illumination from one image to another image. In this experiment, they used 17 images for decomposition, and transfer the illumination from a photo under faint light. For comparison, we hallucinate the input to “blue hour”. Again, both are plausible, but we only require a single input photo.

2 Accompanying image

We show a montage of our time-lapse videos in montage.jpg (Section 4). For each video, we select one frame at a random time.

3 Accompanying video

We show synthetic time-lapse in the video (Section 7.2). We generate results at different times from a single input, and then linearly interpolate these results to simulate a time-lapse video.

4 Accompanying web page

We show our evaluation on MIT-Adobe 5k dataset [Bychkovsky et al. 2011]. (Section 7)
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Figure 3: Locally affine model is expressive enough to model different times of a day. For each row, we pick up a frame from a time-lapse video as input. We choose another ground truth frame from the same time-lapse video as input, and produce the result using our model. Our result is very close to the ground truth and shows our model is expressive for time hallucinations even lighting between input and ground truth is very different.
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**Figure 4:** Laffont et al. use multiple images at the same scene for intrinsic image decomposition, and then relight the image by transferring illumination to the intrinsic image. We use different data for relighting. We hallucinate the input to “blue hour” to match their result. Laffont’s result is directly from their website.

**Figure 5:** Deep photo leverages depth map and texture of the scene to relight an image. Our method uses less information and produces plausible looking results. We hallucinate the input to “golden hour” to match their result. We use results directly from Deep Photo project website.