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Goal: See human poses through walls and occlusions
Motivation:  
    - Visible Light blocked by walls and opaque objects 
    - Radio Frequency signals traverse walls and occlusions

Main Challenge: 
- Labeling RF signals is hard for human 
- Solution: Using Vision modality to teach RF modality

Properties of RF signals: 
- Traverse walls but have 

low spatial resolution 
- Human body is specular 

in the frequency range 
- Complex numbers + 

different geometric 
perspectives 

- Synchronized data from web camera and 
RF sensor 

- More than 50 hours and 50 environments 
- More than 1k different people 
- Number of people in each frame: 0 to 14 
- Various activities
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Methods Visible scenes Through-walls

AP AP50 AP75 AP AP50 AP75

RF-Pose 62.4 93.3 70.7 58.1 85.0 66.1
OpenPose[10] 68.8 77.8 72.6 - - -
Table 1: Average precision in visible and through-wall scenarios.

Figure 5: Average precision at different OKS values.

Methods Hea Nec Sho Elb Wri Hip Kne Ank
RF-Pose 75.5 68.2 62.2 56.1 51.9 74.2 63.4 54.7

OpenPose 73.0 67.1 70.8 64.5 61.5 71.4 68.4 68.3
Table 2: Average precision of different keypoints in visible scenes.

view of the camera colocated with the radio. We annotate
1000 randomly sampled images from the visible-scene test
set and another 1000 examples from the through-wall data.

6.2. Multi-Person Pose Estimation Results

We compare human poses obtained via RF signals with
the corresponding poses obtained using vision data. Ta-
ble 1 shows the performance of RF-Pose and the baseline
when tested on both visible scenes and through-wall sce-
narios. The table shows that, when tested on visible scenes,
RF-Pose is almost as good as the vision-based OpenPose
that was used to train it. Further, when tested on through-
wall scenarios, RF-Pose can achieve good pose estimation
while the vision-based baseline completely fail due to oc-
clusion.

The performance of RF-Pose on through-wall scenarios
can be surprising because the system did not see such ex-
amples during training. However, from the perspective of
radio signals, a wall simply attenuates the signal power, but
maintains the signal structure. Since our model is space in-
variant, it is able to identify a person behind a wall as similar
to the examples it has seen in the space in front of a wall.

An interesting aspect in Table 1 is that RF-Pose outper-
forms OpenPose for AP50, and becomes worse at AP75.
To further explore this aspect, we plot in Fig. 5 the av-
erage precision as a function of OKS values. The figure
shows that at low OKS values (< 0.7), our model outper-
forms the vision baseline. This is because RF-Pose predicts
less false alarm than the vision-based solution, which can
generate fictitious skeletons if the scene has a poster of a
person, or a human reflection in a glass window or mirror.
In contrast, at high OKS values (> 0.75), the performance

of RF-Pose degrades fast, and becomes worse than vision-
based approaches. This is due to the intrinsic low spatial
resolution of RF signals which prevents them from pin-
pointing the exact location of the keypoints. The ability of
RF-Pose to exactly locate the keypoints is further hampered
by imperfect synchronization between the RF heatmaps and
the ground truth images.

Next, we zoom in on the various keypoints and com-
pare their performance. Table 2 shows the average pre-
cision of RF-Pose and the baseline in localizing different
body parts including head, right and left shoulders, elbows,
wrists, hips, knees, and ankles. The results indicate that RF
signals are highly accurate at localizing the head and torso
(neck and hips) but less accurate in localizing limbs. This is
expected because the amount of RF reflections depends on
the size of the body part. Thus, RF-Pose is better at captur-
ing the head and torso, which have large reflective areas and
relatively slow motion in comparison to the limbs. As for
why RF-Pose outperforms OpenPose on some of the key-
points, this is due to the RF-based model operating over a
clip of a few seconds, whereas the OpenPose baseline oper-
ates on individual images.

Finally, we show a few test skeletons to provide a qual-
itative perspective. Fig. 6 shows sample RF-based skele-
tons from our test dataset, and compares them to the cor-
responding RBG images and OpenPose skeletons. The fig-
ure demonstrates RF-Pose performs well in different envi-
ronments with different people doing a variety of everyday
activities. Fig. 7 illustrates the difference in errors between
RF-Pose and vision-based solutions. It shows that the errors
in vision-based systems are typically due to partial occlu-
sions, bad lighting 1, or confusing a poster or wall-picture
as a person. In contrast, errors in RF-Pose happen when
a person is occluded by a metallic structure (e.g., a metal-
lic cabinet in Fig. 7(b)) which blocks RF signals, or when
people are too close and hence the low resolution RF signal
fails to track all of them.

6.3. Model Analysis

We use guided back-propagation [38] to visualize the
gradient with respect to the input RF signal, and leverage
the information to provide insight into our model.
Which part of the RF heatmap does RF-Pose focus on?
Fig. 8 presents an example where one person is walking in
front of the wall while another person is hidden behind it.
Fig. 8(c) shows the raw horizontal heatmap. The two large
boxes are the rescaled versions of the smaller boxes and
zoom in on the two people in the figure. The red patch
indicated by the marker is the wall, and the other patches
are multipath effects and other objects. The gradient in
Fig. 8(d) shows that RF-Pose has learned to focus its at-

1Images with bad lighting are excluded during training and testing.
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Application: Identification
Method:  

• Extract skeleton heatmap using RF-Pose 
• Identify people based on 50 consecutive frames of skeleton heatmaps 

Accuracy: For 100 people, 84% in top-1 and 96% in top-5
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