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Abstract

The ability to identify analogies and corresponaenis one of the fascinating aspects of intelligenc
It allows learning across different situations, teyss and domains, where the common base to
learning is not trivial or immediate. The reseaiohcognitive science has acknowledged the
significance of analogy making to human thinkin&everal previous works on analogy making
suggested computational mechanisms for construdiitgiled mapping that connects corresponding

ingredients across a given pair of analogized syste

In this work, we introduce a new approach to unaderding, identifying and forming analogies and
correspondences. In distinction from previous worn analogies, our approach and the
computational methods derived from it are applieatol real world problems, such as the task of
identification of corresponding topics in texts different domains. This work thus bridges between
cognitive observations regarding analogy makingctinspired this work but provided no concrete
utilizable computational recipes, with techniqulatthave been proven efficient in processing real

world data.

The methods introduced in this work extend the vkelbwn data clustering problem. The key
mechanism used to identify correspondences thraugstering is directing corresponding data
elements, from different subsets of elements eegtesenting one of the systems between which the
correspondence is being drawn, to be includedéarsttme cluster. The straightforward application of
a standard clustering technique would not addredistiais target: a standard clustering method would
often produce clusters with elements of only onthefrepresentative subsets, particularly wherethes
subsets are relatively homogenous. Our methodsever, are specifically designed to cluster
together corresponding elements from both subskite weutralizing the impact of homogeneity

within each subset.

The first method that we introduce, termemlipled clusteringaddresses the problem of partitioning
two representative element subsets. This methtmhés an axiomatic framework of similarity-based
data clustering (Puzicha, Hofmann & Buhmann, 200)e other methodiross-partition clustering
modifies and generalizes the coupled clusteringngetlong several aspects: it is based on vedttoria
representation of the given data rather than omwe proximity values, it produces soft
(probabilistic) rather than deterministic partitiog and it allows revealing correspondences across

more than two subsets. The cross-partition clurgenethod is based on tirormation bottleneck



(Tishby, Pereira & Bialek, 1999) andformation distortion(Gedeon, Parker & Dimitrov, 2003)

methods, which are grounded on information theoigtproach to data clustering.

The setting underlying our approach is considerdiifgrent than previous views of analogy making.
The two methods that we introduce ascribe the spoedence being formed to a counterbalance
between different factors. In coupled clusteritigese factors are shared pairwise similarity (acros
subsets) and prominence of the formed cluster ¢ @me of both analogized subsets. In the cross
partition method, the underlying factors are comatufeature distribution patterns versus the
independence of these patterns on the pre-partiiche data to distinct subsets between which a

correspondence is revealed.

Both methods were developed using general fornmrdati They are capable of identifiable
correspondences drawn across any sets of datargkethat are represented through feature vectors
or a similarity matrix, regardless of the sourcéhaf data. Hence in principle, they are applicabla
large variety of problems and domains. In this kvboth methods were applied successfully to

synthetic and textual data.

The textual experiments addressed the task ofifgiengt corresponding sub-topics across related but
distinct domains, each represented through a setloofhain-related keywords extracted from
appropriate corpora. The similarity measure anctor&al representations required as input to our
framework were compiled based on word co-occurratatistics. Most experiments were focused on
identifying correspondence between different relgt Buddhism, Christianity, Hinduism, Islam and
Judaism. With no prior specialization or trainimgthe study of religions, our methods identified
analogous factors shared by several religions irying levels of resolution: “spiritual” versus

“practical” dimensions in a coarse view and aspsath as “sacred writings”, “rite and festivalsdan

“sin and suffering” in more detailed level. Thefiadings are in apparent agreement with
comparative religion studies that were based onomparable approach. For the purpose of
systematic evaluation, we have measured the ovbdapeen our outcome and religion-related term

clusters provided by experts. The match betweeredperts’ clusters and the outcome of our method

was very close to the level of agreement betweemxperts.
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Chapter 1: Introduction

Identification of analogies and correspondences t@ssistently enlightened various fields of
knowledge and scholarship. Historical situationd avents, for instance, provide a rich field foe t
construction of analogies. In a unique enterpniggich dates back to Plutarch's “Parallel Lives”,
each member in a list of Greek public figures iggghwith a Roman counterpart, whose position,
actions and life events match in an illuminativenmer’ This classical piece demonstrates one of the
fascinating aspects of human intelligence: acqgikinowledge in a context of a particular objecie- b
it a person, an event or a whole domain — allovpyapg this knowledge and enriching it in a related
but different context. To this end, it is requitedidentify those relevant aspects that corresgond
each other across the objects being studied. hier atords, utilizing and enriching knowledge along
different contexts is grounded on the ability togeéve some compound relation, an equivalence or

analogy, between the contexts.

As the ability to perceive correspondence is funelata to human intelligence, it is interesting to
study computational mechanisms underlying it. Alomith the theoretical merit, computational
methods enabling the automated detection of aredogiight turn highly practical in the current
information overload era. Consider, for examphe, following two text fragments extracted from a

pair of 1986 Reuters' news-articles:

1. LOS ANGELES, March13 — Conputer Menories Inc....agreed to acquire
Hendal e Fi | m Cor p. ... That company's owner, John Dal y, would then become
chief executive officer of the combined company...

2. NEW YORK, March25 — Messi dor Lt d said it signed a letter of intent to
acquire 100 pct of the outstanding shares of Triton Bel eggi neng Nederl and
B. V. ... If approved, the president of Triton, Hendrik Bokma, will be

nominated as chairman of the combined company. ...

The similarity between the above fragments is agparthey both deal with the intention of a
company to acquire another company. Typically, potational methods for assessing similarity
between documents rely on the proportion of shéeetis or keywords. In our example the word

‘acquireé appears in both articles, so keyword-based methveould count it as a positive evidence

plutarch's “Lives” can be browsedtatp:/iclassics.mit.edu/Browse/browse-Plutarch.html.



for evaluating the text fragments as similar toheather. More sophisticated methods (éatent
Semantic IndexingDeerwester et al., 1990) incorporate term-sirtjlamodels that may take into
account correspondence of different terms thatmbein their meaning. Thus, corresponding terms
such as ownef — ‘president and ‘chief executive office— ‘chairman may contribute to the

unified value of evaluated similarity.

Now, consider yet another pair of terms from thevabfragments:decomé— ‘nominated These
terms probably share only a moderate degree ofasityiin general, but a human reader will findttha
they meaningfully correspond to one another in plaigicular context. Identification of this contex
dependent equivalence also enables a reader teiyetbatJohn DalyandHendrik Bokma- names
that the reader is likely not to encounter beforgay in the above texts an analogous part of being
appointed to a managerial position. Existing sanity assessment methods do not consider such

analogies and do not provide means for pointingitbet.

With the goal of spotting context dependent comesigences such as the ones demonstrated above in
mind, the present work addresses questions situatedstep ahead of the traditional similarity
assessment task: given objects — fragments of agwetes in this case — that are already assumed to
be similar,howthey are related to each other? How to identifsé aspects of similarity that would

facilitate knowledge relevant to both analogizefkots?

The research in cognitive science has acknowletiyeedole of analogy in human thinking. Several
works on analogy making have suggested computatiorechanisms for constructing detailed
mapping that connects corresponding ingredientesaca given pair of systems between which
analogy is being drawn. According to tsteucture mappingheory (Gentner, 1983), the ingredients
of two analogized systems are not expected to skandar individual features, but rather the
relations among the ingredients within each syssbould resemble each other. Another approach
(Hofstadter et al., 1995) emphasizes the mannerhith features of the analogized objects are
perceived in light of the context of aligning theme against the other. Representations that are
suitable for mutual mapping are dynamically fornreéhteraction with the perceived relevance of the
features to the correspondence being establishiedhe next chapter (second part), we review in

greater detail these two approaches to analogyngaki

The present work is inspired by the direction ohstoucting a correspondence map, which is
grounded on cognitive considerations. We havefourid, however, the computational mechanisms
employed by cognitive studies directly applicaldedal world problems of the type we are interested
in, such as identification of corresponding thenmean-annotated texts. One of the above methods

(Hofstadter et al., 1995), for instance, has be#@imsically designed for a specific toy probleifihis



is justified by the authors' claim that studying faroblems is the best strategy for progress in the
field. In their view, the current state of our erstanding does not allow more realistic models of
analogy making. The other approach (Gentner, 1883upposed to be applicable to real world
problems of general nature, but it represents imébion about such problems through pre-coded
relational representation. It is not clear if dmlv information embodied in readily available real
world data — free text, for example — can be tramséd automatically into this type of relational

representation.

Eventually, we have coped with the task of ideimifycontext-dependent correspondences across
real-world datasets through adapting up to datepcdational learning methods. Our work thus
bridges between cognitive observations regardinglogly making, which inspired our work but
provided no concrete utilizable computational resipwith techniques that have been proven efficient

in processing real world data.

Our strategy is unsupervised: we seek to identifiyepns or regularities in the given data withdnet t
presence of any examples of suitable correspondenidas approach is practically reasonable, as un-
annotated data is freely available in many domaira newly introduced task would require, on the
other hand, a considerable amount of work in piagdraining data. Further, it is not clear whethe
the same factors that underlie a particular comedpnce would work in other examples. The use of
an unsupervised approach thus makes sense alsosbeitanight facilitate something of the non-

repeating creative nature of the task.

More specifically, our approach extends recent wayk data clustering.Standard data clustering
methods (a term that we shall used interchangeattly single-set clusteringo distinguish it from
our original elaborations) impose structure of thest elementary form on unstructured data by
partitioning the given set of data elements intgjaiint clusters. In the next chapter (first pang

refer to the data clustering problem in detail dadcribe methods addressing it.

In our setting, the given element set is pre-diditie several subsets, and our goal is not jusintd f
the immediate internal structure of each of thasdessts but rather to find structure that reveals
correspondence between them. In particular, weldvidke to ignore and, in the more interesting
cases, to mask out actively internal structures déha irrelevant to the cross-subset correspondence
To that end, our approach extends the standardediug task by producing clusters that contain
elements of both subsets between which we sealettify correspondence. Each cluster would thus
designate concrete links across ingredients orcésjpé systems between which an analogy is drawn.
lllustratively, a standard clustering method mighister together names of employees working for

different firms in different clusters. Assumingetemployer based partition is pre-given, we would



expect our approach to produce clusters that capsary, corresponding functions: the management
teams of all firms would be clustered together,dame for the sales teams and so on (as opposed to
clusters that coincide with firm-specific unitsjVe present this conception in more detail, exemplif

it and describe how performance on this task vélelpaluated in Chapter 3.

The first method that we introduce, termadipled clusteringis designed for a dataset pre-divided to
two disjoint subsets (each associated with ond@fanalogized systems). We study the problem of
partitioning the two subsets into corresponding-slulsters, so that every such sub-cluster is mdtche
with a counterpart in the other subset. This taigeaccomplished through elaboration on an
axiomatic cost-based framework of pairwise (i.eoxpnity based) data clustering (Puzicha, Hofmann
& Buhmann, 2000). Puzicha et al.'s original frarogwis reviewed in Chapter 4, followed by several
alternative extensions aiming at our task. Theiouar extensions are tested and evaluated on

synthetic and textual data.

In chapter 5, we introduce another methmdss-partition clusteringmodifying and generalizing the
coupled clustering setting along several aspetis: based on vectorial representation of the given
data rather than on pairwise proximity values,rdduces soft (probabilistic) partitioning rathearh
deterministic one and it allows revealing corregfmrtes across more than two subsets. The cross-
partition clustering method that we have developedased on thanformation bottlenecKTishby,
Pereira & Bialek, 1999) anthformation distortion(Gedeon, Parker & Dimitrov, 2003) methods,
which are grounded on information theoretic appho@cdata clustering. We review in detail these
methods before introducing our original elaboragioifhe cross partition method is tested, as wall,
synthetic and textual data, demonstrating notieeabprovement relatively to the coupled clustering

results.

Cross partition clustering is a newly defined comafional task of general purpose. Potentially,
correspondences of the type we study could be di@woss real world composite objects within
unrestricted variety of domains. One might berggted, for instance, in identifying corresponding
objects in different images. Further examples discovery of corresponding biological and
psychological phenomena typical to different popates, discovery of corresponding business and
moves in competing commercial firmsofnpetitive intelligengeand so on. The methods introduced
in this work are developed using general formutatibhat would allow adapting them to any
application such as the ones mentioned, givenidaséandard format: similarities between pairs of

data elements (coupled clustering) or probabiligtictorial representation (cross partition clusigyi

In accordance with our concrete illustrative exaspthe focus of the experimental part of this work

is on textual data, specifically, identifying capending sub-topics across related, but distinct,



domains (rather than short articles or text fragmers in the previous examples). Each domain is
represented by a set of keywords extracted fronoraus of texts discussing it. A keyword is
characterized by a vector of its co-occurrencel wiher words in the corpus. Such co-occurrence
based representation, which utilizes the fact siratlar words are used in similar lexical contexss,
commonly used for tasks such as estimation of amtyl between words and documents. In this
work, we utilize the correspondences in contextwag by the co-occurrence statistics in order to

identify correspondences between groups of words.

More concretely, in Chapter 4, we demonstrate hb& doupled clustering method performs on
identifying correspondences between conflicts dfedént nature that were discussed extensively in
the new articles. The main body of experimentatkyw both Chapters 4 and 5, is concentrated on
identifying correspondence between different religi Buddhism, Christianity, Hinduism, Islam and
Judaism. Each of these religions is representeal dpllection of texts discussing it. The res(dhse

to both coupled clustering and cross partitionteluisg) are systematically evaluated against ctaste
manually produced by experts in the comparativdystf religions. Some of our results, particularly
those in Chapter 5, reveal fundamental themes canmtmall religions, which can also be traced in

comparative studies on religious.

The computational methods introduced in this wor&vjgle novel perspective into the essence of
analogies and deep semantic correspondences (asampfp immediate correspondence, based on
superficial appearance). This and further aspudspotential elaborations of our work are discdisse

in the concluding discussion chapter.






Chapter 2: Background

The current work massively builds on the notiomafa clustering This fundamental task has been a
subject for extensive study of computational disogs such as machine learning and pattern
recognition and is useful for a variety of appliocas in many empirical domains. The review below
intends to provide a broad perspective on the nastiivat are elaborated later on. The originalspart
of our work introduced in later chapters elabomatetwo particular data clustering methods, which
are described in more detail therein. Chapterldvbés based on Puzicha, Hofmann & Buhmann's
(2000)theory of proximity based clusteringChapter 5 is based on two closely related dattaring
methods: thénformation bottlenecknethod (I1B; Tishby, Pereira & Bialek, 1999) and itiformation
distortionmethod (ID, Gedeon, Parker & Dimitrov, 2003; Pexelishby & Lee, 1993).

This work is largely inspired as well, though irleas technical level, by computational models of
analogy — a field of study in cognitive science,tba borderline between linguistics, psychology and
the computational sciences. This chapter thereforeludes with an exemplifying discussion of this
field.

2.1 Data Clustering

Data clustering is a computational task, which aahsevealing structure in initially unstructured

data. The following definition by Aldenderfer & &lhfield (1984),
The segmentation of heterogeneous set of elenmtota collection of homogenous subsets
provides a good notion of what data clusteringoisie.

2.1.1 Introduction

The ability to cluster data might be useful for thactioning of intelligent systems, whether adii
or natural. Two closely related motivations forywhtelligent systems are expected to develop data-

clustering capabilities are (after MacKay, 2003, 20):

- Prediction: characterizing newly encountered pieces of infiifom as exemplars of identifiable

distinct classes.

- Communication: by referring to similar pieces of information &ycommon cluster label,
communicating parties can concentrate on what p®itant to the communicated information,

while avoiding unneeded details and subtleties.



The above two considerations are in fact closdbted. For example, we might expect an intelligent
system encountering an object to be able to idertids, say, ‘an animal’, ‘a plant’, or ‘a piecé o
furniture’ and, at a finer level of resolution, ‘ascat’ or ‘a tiger’. Such labeling system mighay a
role in classifying data both for the system's gmposes and for communicating this information to

other parties.

Data clustering methods approach the above resihcfrom unsupervised perspective. Likewise,
the computational mechanisms reviewed and develdapemighout this work rely on unlabeled
training data, while external supervision providikigown-to-be “correct labels” is not introduced

during learning (as is indeed the case in manytigedcsettings).

2.1.1.1 Practical Applications

There are many applicative uses for data clusterikgartial illustrative list is as follows:

- Object recognition: partitioning of a set of images, recorded souradspther composite
records that are not subject to immediate automattzipretation, into well-distinguished

classes. The intended scope of each “well-diststgul class” may vary. Few examples are:

= all exemplars of images from the same natural caye¢e.g., “animals” in one cluster,
“buildings” in another one and “pieces of furnituie a third cluster).

= all exemplars of the same object photographed uddterent conditions (changing
illumination, angle etc.)

= all exemplars of recorded pronunciations of the esamord (e.g., names of alphabet

letters, as in Blatt, Wiseman, & Domany, 1997)

- Image segmentation the classifications of image pixels to differéaextures or to different
objects (Hofmann & Puzicha, 1998; Boykov, VexleiZ&bih, 1999), e.g. objects in a room or

organs in an image produced by some medical imagttmique.

- Information Retrieval and Natural Language Processig: topical categorization of
documents (Dhillon & Modha, 2001; Slonim & Tisht®002); detecting senses and sub-topics
through word clusters (Pereira, Tishby & Lee, 198ew & Schulte im Walde, 2002;
Korhonen, Krymolowski & Marx, 2003).

Forming clusters of semantically similar documentswords is in particular related with the
applicative part of the current work. Word clustdlustrate how what can be called “a conceptual
network”, where each cluster of words sharing aroom sense reveals a different concept, emerges
from unprocessed textual data. This is accomplisi#gh no supervision, not to mention “deep

understanding” of the language the analyzed tevdswaitten in. In our case, as well as in other



works such as the two above references on docuniestering, clusters are produced with no
information about the texts except word co-occureestatistics (the three works on word clustering
cited above use syntactic information extractesdmatically prior to the clustering). Thus, beyond
its applicative utility data clustering can be sesrdemonstrating, on a very basic level, compnati

based intelligence and the emergence of meaning.

2.1.1.2 Data Clustering is an lll-posed Task

A well-known fact about data clustering is thasitll posed or, as Estivill-Castro (2003) puts it: “the
cluster is in the eyes of the beholder”. Any difim to the data-clustering problem does not set a
unambiguous criterion to judging whether, or howlwbe problem is solved. Quite often, several
partitions exist representing compromises betwetarent biases inherent to the data, so the user
must be more detailed with regard to the specifiglgand the considerations relevant to those goals
For instance, image segmentation data is consttaineonly by pixels' color or grey scale, but also
by the spatial proximity of the clustered pixefpatial proximity, however, is irrelevant in mosher
settings. Being more specific and posing moreriotisins does not necessarily turns the data
clustering into a well-defined problem. Assuming axiomatic framework that poses some more
concrete restrictions, Kleinberg (2003; see Subme@.1.4.3 below) shows that the data clustering

problem is inherently unsatisfiable.

2.1.2 The Structure of Data Clustering Output

Basically, a data clustering method is supposegrga set of elements, to produce a partition ef th
set into clusters. We use the techastering configuratiorio denote any one of all possible partitions
of the data, among which data clustering methodssapposed to identify the one that optimally
addresses the data-clustering task. Each clustdayidefinition, just the set of data elementd tha
forms it. There are, however, methods that prodt® supplementary information. There are
several methods that specify alspratotypical representatiofor every cluster, which gives an idea
about each cluster's characteristics while saviegnieed to examine its elements. We elaborate on
such cases of extended clustering output latersea 2.1.4.4). In this subsection, we discuss two
issues that are part of the clustering output snniore basic form: the number of clusters being

produced and multi assignments and probabilissigaments of data elements to clusters.

2.1.2.1 How Many Clusters

It is quite clear that the number of clustdsgsis expected to be considerably less than the puimib
clustered elements. However, determiningxactly is a non-trivial issue, which might depefat
instance, on specific user requirements. Thererathods (e.g., Blatt, Wiseman & Domany, 1997)

that infer k from the data itself, with no directions regardinger preferences. There are also



statistical significance tests comparing configiorsd of k versusk+1 clusters in order to judge

whether producing the larger number of clusterpissified (Duda, Hart & Strock, 2001, pp. 557-
559). Many methods, however, including those astapt the current work, follow user instructions.
In these casek is usually specified as an additional input par@me Alternatively, some methods
require the user to indicate the value of a metpetific threshold parameter, which indirectly

determinegk, with dependence on the data.

2.1.2.2 Assignment Probabilities

In many situations, partitioning the data to homagris subsets leaves some elements that do not fit
perfectly into one of the clusters. One concei@abblution, sometimes termed “soft” or non-
deterministic clustering, is to allow the assignineh an element to two or more clusters, with
varying degrees of justification or confidence. nee, the clustering output of several methods
includes detailed information with regard to “lewdlassignmentasgc,x) of each element within
each clusterc. A common convention is to restrict the assignimlenels to be non-negative,
asgc,X) =20, and to require all assignment levels of an irdliei elementx to sum up to 1:
2casgc,X) =1. Under this convention, the level by which am®at is assigned to a cluster can be
interpreted assgc,X) = p(clx), the probability of the (deterministic) assignment ¢oio take place,
given that the assigned elemenk.isWe call methods with this kind of outputobabilistic clustering

methods. In this work, we use a probabilistic fesrark in Chapter 5.

2.1.3 Data Representation

Different data clustering methods differ by theeyqf data representation they are capable of dgalin

with — the format of the input they can take.

2.1.3.1 Pairwise Representation

Pairwise clusteringmethods rely on measures of proximity, i.e. sintifaor dissimilarity values,
between pairs of data elements. An example foirectdsource for similarity values utilizable for
pairwise clustering is a confusion matrix (e.g.,ds, 1996). This is a matrix, based on the
performance of subjects under study, in which broths and columns correspond to data elements.
The entry at a row corresponding to an elemxaarid column corresponding to an elememdicates
empirical counttoun{x—X), or estimated probabilitg(x|x), of miss-recognizing an elemexitas an

elementx. More on proximity measures in 2.1.3.3 below.

2.1.3.2 Feature-based Representation

Somewhat more typical to actual data than pairweggesentation is a representation where, along
with the set of elements to be clustered, an arxilset of features that are considered relevatiteto

desired outcomeaélevance featurgdgs present. In such case, each element is fa#ié as a vector
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with entries that reflect how intensive the elerteeassociation with each of the various features is
For example, an elemertcan be represented by the vector of observed cormnce counts of

with each one of the featurgs Such co-occurrence vectors are widely usedydieg in this work.

There are clustering methods that process co-cameervectors in their normalized form, i.e., vestor
of estimated conditional probabilitiggy[x) of each featurg to co-occur with an elememt The

normalization factor is the total occurrence coointhe elemenk in the data, over all features with
which x co-occurs ¢oun{x)). In a probabilistic setting, the total counfsdata elements are often

normalized themselves to a probabilistic vectaretdtive frequenciep(x), for each data element

2.1.3.3 Proximity Measures

Similarity and dissimilarity assessment are practiboth as an independent unsupervised task and as
pre-processing for other tasks, including datateliusg. It is used within many applications: data
mining (Das, Mannila & Ronkainen, 1998), image iestal (Ortega et al., 1998) and document
clustering (Dhillon & Modha, 2001).

Dissimilarity can be viewed as distance in thedfeatpace. The well-known (Manhattar) norm,

which is the sum of absolute differences betweeresponding vector coordinates
LixX) = D.Ix-x], (2.1)

where corresponding coordinates are indexed bynarmm indexi, and thel, (Euclidear) distance

which is the square root of sum of squared cootdiddferences

L60) = [SxxT @2

are sometimes used as benchmarks (e.g. by Lee,).1999 general, there are no strict formal
restrictions on the similarity or distance valuésr instance, a dissimilarity measure is not etgec
to form ametric asL; andL, do, and in particular, a distance measdrs not required to be
symmetric {(x,X) # d(X',X) is permitted) or to obey the triangle inequalidyx,x) + d(x,x") < d(x,x")

is permitted).

Several dissimilarity measures refer to represemtabf data in the above mentioned form of
conditional probability distributions of featuresThe Kullback-Leibler (KL) divergence(Cover &
Thomas, 1991, p. 18) quantifies the inefficiencyoding information distributed accordingity|x)
with code that is optimized fq(y|x):

KLIp(yM)lIp(yix)] = 2y pylx) (logp(ylX) — logp(yiX) ). (2.3)

11



KL divergence is undefined, i.e. approaches infinitfyenever there is a featusg such that
p(y*|x) >0 but p(y*|x) =0. There are dissimilarity measures that are baseL divergence but
overcome this problem. Th&ensen-ShannofyS divergence(used, e.g., in Manos, 1996, and
Korhonen, Krymolowski & Marx, 2003) is the sumKE divergences op(y|x) andp(y[x) from their
average, possibly weighted by the elements’ reldtequenciep(x) andp(x):

J9p(yX)lIpCyx)] = 77KL[p(YX)llaly)] + 7#KL[p(yix)llaly)] . (2.4)
where 77=p(x) / (p(x) + p(x)), 7=p(x)/(p(x) +p(x)) and q(y) = (7p(ylx) + 7 p(ylx)). The ff-
skew divergencf.ee, 1999) is th&L divergence betwegn(y|x) and a slight shift, by a small positive
valuea, of p(y|x') towardsp(y|x):

f-skevip(y)|Ip(yix)] = KL[p(y}) [l (1-a)p(ylX) + ap(yx)] - (2.5)
Both the symmetridS divergence and the non-symmetifiskew divergence are guaranteed not to
approach infinity, because the averagep@tx) andp(y|x), as well as the shifted probabilipy, are

equal to zero only on those featuyder which bothp(y|x) andp(y[x) are equal to zero.

Similarity values are often induced from distanedues. A popular scheme of calculating similarity
between two data elementsand X is through an exponentially decreasing functiérihe@ir given
distanced: simx,x') = e®* (as, e.g., done by Blatt, Wiseman & Domany, 199/is scheme tends
to sharpen differences between pairs of close beigh while blurring differences between pairs of
distant elements, thus it intensifies sensitivity rteighborhood-related information that is more

relevant to the clustering task (distant elememdsld/always be assigned to different clusters).

In the domain of text processing, co-occurrenceetbasimilarity measures are widely used (see
Dagan, 2000 for a review). Such measures relyhenobservation that semantically similar words
tend to share similar patterns of co-occurrencek thieir neighboring words, which take the role of
relevance features in this case. Likewise, simdmcuments share similar word frequency
distributions. A common convention bounds the Kirity values betweef to 1, wherel typically

denotes self-similarity. One widely used measwehie cosine of the angel between two co-
occurrence count vectors (van Rijsbergen, 197%chsed, e.g., by Dhillon & Modha, 2001), that is,
the sum of corresponding entry products (dot prtydoicthe two vectors normalized by the norm

of the product:

Zycoun(x, y)coun{x', y)
\/Zycoun(x, y)? \/Zycoun(x', y)?

The cosine and other similarly straightforward nueas are affected by the data sparseness problem,

cosingx, xX) =

(2.6)

intensified, for instance, by the common use ofedént words referring to similar meanings. More

sophisticated measures, which are designed to @wercthe sparseness problem, incorporate
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information-theoretic perspective. We employ itis ttvork two such similarity measures, by Lin
(1998) and Dagan, Marcus & Markovitch (1995). Theseasures are described in detail later, in

Chapter 4.

2.1.3.4 Re-representation and Preprocessing

There are cases where the given representatioheoflata is modified before applying the actual
clustering method. This might be required, fortanse, because the method in use takes different
representation than the given one, or in orderaeelsmaller or less noisy data so that the method

operates faster or produces results of bettertguali

Re-representation in general implies loss of infion. Consequently, an important sub-goal of pre-
processing is to preserve the information relevarnhe clustering task. When pairwise data ismjive
similarities between distant elements are ofterorigd, resulting in sparse similarity matrix, which
improves computation efficiency. This is an exanplf rather straightforward elimination of
irrelevant information: as noted, any two unmistdiadissimilar elements are expected to be in

different clusters and their exact level of sinitiars less important.

A common re-representation procedure is the tramsftion of feature vectors into an array of

similarities, or distances, appropriate for paievidustering. Such transformation is based on a
measure of distance or similarity between vectseg (previous subsection). Often, terms such as
'similarity’ or 'distance’ are mentioned also ie ttontext of feature-based clustering, which gets a

concrete meaning only if a concrete measure ofiaiityi between feature vectors is specified.

Feature-selection and feature-generation technigaese applied to convert one form of vectorial
representation into another, with aims such as ingskoise from the given representation or
decreasing the data complexity prior to actualtehiisg. For example, PCAp(incipled component

analysis) a dimensionality-reduction procedure, is use@i®w & Schulte im Walde (2002) as a pre-

processing procedure prior to applying a clustenmgghod.

2.1.4 Algorithmic Framework for Data Clustering

The number of all possible partitions nfelements tok clusters is roughlyk/k!, which grows

exponentially withn (Duda, Hart & Stork, 2001, p. 548). Hence, goihgough all different

clustering configurations in search for one realizithe requirements, whatever they are, is
computationally ineffective (indeed, data clustgris an NP-complete problem, Garey & Johnson,
1979). Accordingly, clustering algorithms typigakttempt to provide, by means of restricted but
principled search, a reasonably good solution afespotting the absolutely best solution in not
guaranteed. The following subsections present seofemes for how various data clustering

methods conduct such a search.

13



2.1.4.1 Incremental Search
A strategy for solving optimization problems the¢ aot liable to an exhaustive search, implemented
within most data clustering methods that are meetiobelow, is performing the task incrementally,

as shown in Fig 2.1.

given an initial configuration of clusters

repeat
from a set of currently available update steps of a pre-specified
type, perform the one that is optimal due to some p re-specified
criterion, so that a new clustering configuration r esults

Until the resulting configuration meets some pre-sp ecified stop condition

Figure 2.1 The incremental clustering scheme.

There are several simple examples for methods mmaking this step-by-step scheme. One well-
known class of such methods assumes an initiaiguattion where each element forms an individual
cluster 6ingletor) and the update steps are cluster merges. Thaiegy, known asgglomerative
clustering elementarily produces a strict hierarchy of @tisig configurations. Criteria to assess the
best merge to perform are, for instance, the siitylaf most similar members of the clusters to be
merged, or the similarity of their most dissimilaembers (known, respectively, as tiegle linkage
andcomplete linkagenethods, Duda, Hart & Stork, 2001, pp. 553-558he stop condition in these
examples is either the formation of a pre-specifiathber of clusterk or a pre-specified similarity

threshold value beyond which clusters are not ntkagg more.

Other feasible types of update steps employed figreint methods, other than cluster merges, are:
cluster splits, reassignments of a single dataetnd reassignment of all elements. Identifyirey
optimal update step, which means quantifying edepss quality relatively to the other candidate

steps, should be carried out with low computati@oahplexity in order to maintain tractability.

The stepwise scheme, though prevalent, is not theamnceivable search strategy. Blatt, Wiseman
& Domany (1997), for instance, implement a Montel€arocedure producing a series of partitions
that can be thought of as “typical” rather tharrg&” clustering configurations. Then, the proltigbi

of element pairs to be part of the same typicasteluis used to determine the final configuration.
(Formally, however, this process can also be utg@lsas a conversion — or re-representation, see
2.1.3.3 above — of the given similarities into $arities of other type, namely probabilities to ha

the same “typical” cluster, followed by applicatiohthe single-linkage method with threshold 0.5).
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2.1.4.2 Cost-Based Search

There are data clustering methods that assigncto &@missible clustering-configuration a measure of
quality, or acost function The availability of global quality measure orstdunction has several
attractive consequences. The target of data cingtdoecomes clear and concrete: finding a
configuration of highest quality or lowest cost.ccardingly, the stepwise scheme described in the
previous subsection can be made more concrete giveast function, so that the criteria of how to

choose the update step to execute next and whstafdhe iterative loop are clear and explicit:

Given an initial configuration of clusters

repeat
from a set of currently available update steps of a pre-specified
type, perform the one reducing a pre-specified cost more than any
other step, so that a new clustering configuration results

Until the cost cannot be reduced by any available s tep

Figure 2.2 The cost-reduction clustering scheme.

The above iterative loop is guaranteed to stopthascost is bounded from below (the number of
configurations is finite) and is reduced everydtam. It is apparent, however, that the obtained
configuration is not necessarily of absolutely Istveost, but just one that cannot be improved by th
available updates steps. Update step types useralijoyed are single element re-assignment, picked
either according to some fixed schedule or at ran¢fuzicha, Hofmann & Buhmann, 2000; Slonim,
Friedman & Tishby, 2002). In the last case, beferminating the iterative loop, it should be viedf

that cost cannot improve by any further reassignsemt just of the element currently examined.

2.1.4.3 Axiomatic Approach to Data Clustering

An attractive aspect of cost functions is that tipegvide a definite criterion, in terms of precise
mathematical expression, for determining the qualit data clustering outcome relatively to other
possible outcomes. However, in order to make ghralefinition of the data clustering problem (such
as the one above at the top of Section 2.1) preaisest function must involve further assumptions
that are not necessarily consensual, but rathgr réféect more individual view of what should be

expected of “a reasonable clustering procedure”.ssufnptions of this kind are sometimes
incorporated within an axiomatic approach to désiatering. We exemplify below two cases where

such assumptions are incorporated in the pairWistaring setting.

Kleinberg (2003) includes a requirement termmsmhsistencyin his axiomatic analysis. This

requirement states that in any specific clusterprgblem the best (lowest-cost) clustering
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configuration should remain the best solution dsodata that is modified relatively to the origina
problem as follows: some or all of the similaritizstween elements sharing the same cluster in the
best configuration are increased and between-clsstelarities are decreased. Puzicha, Hofmann &
Buhmann's (2000) theory of proximity-based clusigr{on which we elaborate in Chapter 4; see
detailed review there) introduces other requiresient~or instance, the relative ranking of all
clustering configurations is not expected, undeirtassumptions, to change in case all pairwisatinp

values are multiplied or shifted by a constati{eandshift invarianceproperties, respectively).

2.1.4.4 Prototypical Representatives of Clusters

Some clustering algorithms keep prototypical veatarepresentation of each one of the clusters,
additional to the list of cluster members (as nwred before, such representations can be understood

as a part of the algorithm output).

The incremental data clustering scheme (Figure @ah) make use of prototypical representations.
When they are incorporated, assessing the candigetate steps can rely on associations between
elements and cluster representatives, which arerfélan the associations between all pairs of
elements involved. On the other hand, the incréatescheme would require in that case updating the

cluster representatives along with the updatessifjaments into clusters:

given an initial array of k cluster representatives
repeat
- reassign all elements - each element to the cluster with the
representative to which it is most similar
- recalculate cluster representatives, based on the m embers of each
cluster

until a stable configuration is obtained

Figure 2.3 Thek-representatives clustering scheme.

The k-representatives scheme is a specific heuristianaof the incremental scheme. The specific
stopping condition, namely obtaining a stable ayuniition where cluster representatives are not
liable to any further change, is not guaranteedeneral terms. It turns out, however, that in some
concrete cases, with certain definitions of clustpresentatives and element-representative sityilar
relations, thek-representatives scheme happens to reduce a specst criterion (known as the
Lyapunov functiorof the algorithm, McKay, 2003, p. 299). Therefmech cases, three of which are
mentioned below, realize also the cost-based clogtscheme (Figure 2.2) and are hence assured to

stop with configuration that locally minimizes thpecific cost.
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Feature-based methods naturally represent clussersctors in the same space of their input vesdtori

representations:

- Thek-means algorithm: Each cluster is represented bydéntroid— the mean of the vectorial
representations of the cluster's elements. Thartdie (dissimilarity) between the centroids and
the data elements is measured rfEuclidean) norm. In this case, the cost beimyced
happens to be the sum of squatedlistances of all data elements, each from itdetusentroid
(Estivill-Castro, 2003).

Duda, Hart & Stork (2001, p. 550) note that, inmisrof susceptibility to being trapped in local
minima, thek-means algorithm has been found empirically advaaag over cost based search with

reassignment of a single element at a time.

- The k-medoids algorithm: Each cluster is represented bynitedoid— a vector where each
entry is the median value of the correspondingtetusiember entries. Element-medoid
similarity is captured through proximity In norm. The cost being reduced in this case is the

sum ofL; distances between all elements and their clusteioids (Estivill-Castro, 2003).

The notion of cluster representative is applicat®ugh not very intuitive or common, also in

pairwise clustering:

- The prototypical representative is a concrete digiaent, for which the sum of similarities to
all other members of its cluster is the largest pared to corresponding sums of the other
cluster's members (equivalently, the sum of didanities is required to be the smallest in the
cluster). The cluster-element similarity or dis$amity employed is straightforwardly given by
the proximity measure between data elements. ®&ebeing reduced in this case is the sum of
dissimilarities, or minus the sum of similaritibgtween all the elements and their corresponding
cluster representatives. (It is easy to verify,thmaeach iteration, the total cost is decreased b

both reassignments and re-selected representatives)

2.1.4.5 Stochasticity

Randomness can affect several aspects of the thlignicischemes introduced so far. For instance, the
initial configuration can be determined randomly &0 is the next element to be reassigned, inaase

single element is reassigned at each update stbje afcremental scheme. More importantly, update

steps can be chosen stochastically among all atiees as the following scheme explicates:
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given an initial configuration of clusters

repeat
pick at random one of the currently available updat esteps Ssand
perform it with probability correlated with the ant icipated addition
tocost A4S

until, for some pre- specified number of iterations, the change in cost

does not exceed some pre-specified small threshold value

Figure 2.4 The stochastic cost-driven clustering scheme.

There are a couple of algorithmic variations tliathfis scheme. They differ from one another by th
way they calculate the probability to perform adidate step as a function of its anticipated impact
on the cost. As with the basic cost-reduction sehethe update steps in both variations are picked
from all possible reassignments of one randomlysehoelement. In one variation simulated
annealing(Kirkpatrick, Gelatt & Vecchi, 1983) if an updastep that does not increase the cost is
picked it would be performed always (i.e. in prabibb1). A stepsthat does increase the cost by a
positive quantity4s would be performed in probabilig™®. In another variationGibbs sampling
Geman & Geman, 1984; implemented in Chapter 4) sieps can be picked and performed in
probability proportional t&”, where the cost changls can be either positive or not. In both cases,
the cost might occasionally grow, though rarelycomparison to cost reduction. Stochasticity is
gradually relaxed during execution of both variaidoy means of gradual increasing of the inverse
“computational temperature” parametg8r Initially, £ is low, which implies low differentiation
between varying levels of cost-change. Duringcaiien S is gradually increased, so that after a
large number of iterations a highvalue is employed and systematic increase in lmesbmes very

probable even in comparison to slight deterioration

Theoretically, and often in practice, in order ts@re that the algorithms above produce a clugterin
configuration of globally low cost, a very slow sclule of stochasticity relaxation (i.e., very graldu
increase of thgs parameter) is required, which results in long exiea time (Duda, Hart & Stork,
2001, p. 356).

2.1.4.6 Probabilistic Clustering

As mentioned before (in Subsection 2.1.2.2), thare methods that compute non-negative
probabilities of assignments or “assignment level(g]x), which, per element, sum up to one over
all clustersc. We will now refer to those methods assuminghferrtthat the given feature-based
vectorial representations of the elements are atsonalized: each element is represented by
conditional probability distributiop(y|x) over the features. Given such normalized reptatien of

the data, it is natural that cluster representataee taken from the same probabilistic space: each
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cluster is represented by a conditional probabitiigtribution over the featureq(y|c). This
probabilistic setting underlies the following schemwhich generalizes thé&-representatives

clustering scheme of Figure 2.3:

given initial assignment levels p(c[x) for each element X and cluster C,
repeat

- recalculate each cluster probabilistic representati ve p(y[c), as a
normalized sum of all element probabilistic represe ntations  p(y|x),
weighing the contribution of each element X by its assignment
probability to ¢, p(cx).

- recalculate each assignment probability p(c|x) for each element X and
cluster C, so that it is proportional to the similarity of X's
vectorial representation, p(y[x),to  C's vectorial representation,
p(ylo).

until the recalculated representatives do not chang e any more beyond some

pre-specified small threshold value

Figure 2.5 probabilistic representative-based clusteringeauh

We refer below to two approaches that fit in thewebprobabilistic representative-based scheme.
These two approaches, whose underlying algoritmasery similar to one other, are related with the
two motivations mentioned earlier for the data wtiag task: “prediction” versus “communication”
(Subsection 2.1.1). One approach — the one as$sdaith the predictive aspect of data clustering —
follows theexpectation maximizatiofM; Dempster, Laird & Rubin, 1977) frameworkt ekamines
the data as if it were sampled from a mixture g distinguishable classes of element-feature co-
occurrence distributions to be approximated. Theraiive steps of calculating assignment
probabilities p(c|x) and cluster representativeggylc) maximize a likelihood term of the mixture
model. Deriving the update steps so that theyesyatically maximize the model likelihood implies a

particular representative-element similarity measur

SiMmey (X, C) — p(C) @ county) KL[ p(yk) llpvic) ], (2.7)
wherep(c) is the relative weight of clusterandcoun{(x) is the total number of occurrences of the
elementx in the data. A particular work that is based bis formulation is Hofmann, Puzicha &
Jordan's (1999ne-sided clusteringhodel As the data — i.e., the number of times eacmete is

sampled — grows, the method is capable of assigttiegelements more deterministically and

detecting larger numbers of clusters.

The second approach is related with the commupitasispect of clustering and is based on
information theoretical considerations. Tinéormation bottlenecknethod (IB; Tishby, Pereira &

Bialek, 1999) implements this approach. It lookdaa clustering as if it aims at lossy encodifg o
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the data so that relevant information, namely imf@tion about the features, is conveyed optimally.
In this case as well, a similarity measure emefgae® the principles underlying the IB method,
which turns to be very similar to the EM relatechigarity measure:

simg (X, C) — p(C) @ A<LIPOI) [lpyie)] , (2.8)
wherep(c) is, again, the relative weight of the clusteand S is an additional parameter, which,
roughly speaking, articulates counterbalance beivee target of communicating the information as
accurately as possible and the target of redutiadetngth of communicated transmission. In Chapter
5, we provide more detailed description of the IRtmod and the closely relatedformation

distortionmethod (Gedeon, Parker & Dimitrov, 2003; Pereliahby & Lee, 1993).

Further examples of methods following the probatidirepresentative-based clustering scheme can

versions that are specified by MacKay (2003, Ch.2%). Another method that is worth mentioning
in this context is Bezdek{d981)fuzzy c-meanswvhich does not require the assignment levelsnof a

element to sum up over all clusters to one, butdeapace for uncertainty regarding the assignments

2.1.5 Variations on Data-Clustering

We now discuss some methods that are related extend, the data clustering task.

2.1.5.1 Data Clustering and other Unsupervised Tasks
Data clustering is a key member in the family ofwpervised computational learning methods. It is
interesting to note that data clustering can b@ seeif it accomplishes tasks that we have already

mentioned as means for pre-processing prior tdetling (Subsection 2.1.3.4).

- Similarity assessmentany standard deterministic data-clustering carfijon imposes a
trivial 0/1 similarity measure: elements of the sactusters are considered similar, while
elements of different clusters are not. Probahilidustering is more detailed in this respect:
assignment probability distributions of individeéments over the clustec|x), can be used
to measure distance or similarity between data etesthrough standard distance or similarity
measures of distributions (e.#L. distance). This might facilitate overcoming tiparseness that

often characterizes raw element-feature co-occoergactors in domains such as text processing.

- Dimensional reduction / feature generationclustering is also a particular case of dimeraion
reduction. Specifically, probabilistic clusteringaps the data ontokal dimensional simplex
embedded in & dimensional space, whekes the number of clusters. The utility of dimersl
reduction of the feature space — replacing themalarray of features by clusters of features —is

demonstrated by Slonim & Tishby, 2000.
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2.1.5.2 Methods that Extend Basic Data Clustering

There are data clustering methods, both deterridnéstid probabilistic, that process and output
constructs more elaborated than plain clusteringfigorations. There are several methods that
output ahierarchy of clusters, i.e., a sequence of increasingly idetaclustering configurations
consisting of an increasing number of smaller eltisstso that every cluster forms a subset of aeslus
in each one of all less detailed configurationsmgie examples are the complete and single linkage
methods mentioned before (Subsection 2.1.4.1).rakikical clustering, however, can be tackled
through more sophisticated approach, including ¢hse of probabilistic clustering (Hofmann,
Puzicha & Jordan, 1999). Although in the curreorkvwe do not aim at hierarchy in general, we
note that in general meaningful sub-clusters tmagrge as individual clusters in a more detailed
configuration are often revealed simply by applyiagnon-hierarchical method repeatedly with
number of clustersk, incremented at each run. Such partial hierarchign reveals interesting

relations between themes and sub-themes in thdaateemonstrated in Chapter 4 and Chapter 5).

One further well known modification to the datastkring task is theelf-organizing magSOM,;
Kohonen, 1989) that, in addition to a clusteringfaguration, maps the clusters onto a grid, thus

imposes spatial structure on the clusters.

A recent line of works on dimensionality reducti(the two-sided clustering modddy Hofmann,
Puzicha & Jordan, 1999; Hofmann, 1999; Globerzomi&by, 2002), can be seen as extending
feature-based clustering to a setting of two sé&aments, symmetrically playing the roles of both
clustered data and features with respect to eduobr.otA further recent work, on thaultivariate
information bottlenecknethod (Friedman et al., 2002), extends the cdreeg technique of the IB
method in revealing complex relational constructe input to this method may consist of several
distinct element sets that are connected with amgthar through a network of element-feature
relations. The method can produce several clugteconfigurations, each of which partitions
(probabilistically) one of the sets that take tbke of clustered data. The obtained complex taii
structure allows, for example, several differentipans of the same set simultaneously, directed b
different relevance feature sets conveying differgmpes of information regarding the “multi-

clustered” set.
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2.1.5.3 Data Clustering with Constraints

There are several works, including the present onenethods producing output that has the form of
a standard clustering configuration, but diffemfrerdinary data clustering by considering input tha
is supplementary to the standard array of pairwiseximity values or feature-based vectorial

representations.

In a review of relational data-clustering methodgdi within social sciences, Batagelj & Ferligoj
(2000) provide examples of combining clusteringhwielational biases of various kinds that are
embedded within the data. Théckmodelingmethod seeks to cluster together elements tha hav
similar patterns of relations with other elemerits this case, some representation of the global
relationships between clusters may form supplemgmtatput). There are several types of relational
pattern similarity, such astructural equivalencewhere elements are identically related with et r

of individual elements, anegular equivalencewhere elements are similarly connected to egental
other elements. Another approach reviewed by Béjt&gFerligoj (2000) —constrained clustering
groups similar elements into clusters based onufeaf but clusters have to satisfy also some
additional conditions. For example: clusters aigyaphical regions that are similar according ®rth
socioeconomic development level have to be deteihguch that the regions inside each cluster are
also geographically connected. Considerations tha way, are similar to the above are applied in
works on image segmentation, where nearby pixedsrelatively probable to be part of the same

object (Boykov, Vexler & Zabih, 1999).

Other works (Wagstaff et al. 2001; Basu, BanerjeeM&oney, 2002) tackle data clustering

constrained by other types of pre-specified restris. They take as an additional input a list of
element pairs constrained to be in the same clustesus another list of pairs constrained to be in
different clusters. Several variants of the k-ngealgorithm that incorporate such constraints were

suggested.

The method oinformation bottleneck with side informati¢g8hechik & Tishby, 2003) can be viewed
as extending further the above line. Chechik &hmbis consider an additional set of features
conveying “negative” information that is supposed e neutralized rather than be followed in
forming the clusters. Our work addresses a closelgted task, so we will provide detailed

comparison with this work.
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2.2 Computational Models of Analogy

Analogy is defined as “similarity in some respebetween things that are otherwise dissimilar”
(quoting http://dictionary.reference.com/search?@gdagy) The issues of how analogies are
identified and what makes an analogy a good one haen discussed in the cognitive literature from
a variety of points of view. A major motivation sbudying computational methods for identifying
analogies gnalogy makingn short) is that the capacity of drawing analsgad metaphors is an
essential part of human intelligence. Analogy mgkiallows utilizing knowledge, ideas and
inspiration across seemingly different domains #ng it contributes significantly to the flexibifit
and creativity characterizing human intelligenc¢énalogy pervades all our thinking, our everyday
speech and our trivial conclusions as well as &idisvays of expression and the highest scientific

achievements(Polya, 1957).

In addition to the theoretic motivation of modeliag essential ingredient of human intelligence,
developments in the computational methods usedrialogy making — including, we hope, the ones
introduced in this work — might have impact on picad applications: language understanding and

generation, data mining, artificial intelligencedaso on.

Our review below is only exemplifying. We conaaé on two approaches to analogy making: the
structure mapping theorf§Gentner, 1983) and theopycatproject (Hofstadter et al., 1995, Chapters
5-6). Among the many works to which our review sloet refer, there are several that can be seen as
lying somewhere in between the two above mentiames (e.g., Holyoak & Thagard, 1989; Hummel

& Holyoak, 1997; Veale, O'Donoghue & Keane, 1999%kkov & Petrov 200%) More

comprehensive discussion with reference to a largeety of works is given, e.g., by French (2002).

2.2.1 The Structure Mapping Theory

As French (2002) notes, Gentner's structure mappiegry (SMT; 1983) is unquestionably the most
influential work to date on the modeling of analaggking. It has been applied in a wide range of
contexts ranging from child development to folk plog. The prominent innovation of SMT

relatively to earlier works is the emphasis thgilits on structural similarity between the analediz

L Al in all, these works process data consistingesétional prepositions similar to the represdatatised by
the computational implementation of the structurapping theory (see Section 2.2.1), but they employ
computational machinery, such as connectionistearal network architectures, somewhat closer intsju

Copycat (2.2.2).
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systems. The structure-mapping engin€SME; Falkenhainer, Forbus & Gentner, 1989) is the

computational implementation of SMT.

2.2.1.1 Data Representation

SME represents the information about the systertvedam which analogy is to be drawn as relational
prepositions. Unary relations (of one argumerg)equivalent with elementary attributes or features
as is familiar from the conventional feature-badath-clustering setting. A numeric value might be
used to quantify the association between an elerardtits attribute. For example (based on
Falkenhainer, Forbus & Gentner, 1988 fact that ‘temperature’ is an attribute offee, with
valueX, is denoted as:

TEMPERATURE(coffee) = X

In distinction from elementary features, there @lations that apply to two or more elements and

even to other relations, e.g.,
GREATER-THAN [ TEMPERATURE(coffee), TEMPERATURE(ice  -cube) ]

or to any fixed combination of relations and dd&areents.

2.2.1.2 Principles and Algorithmic Framework

Two major principles underlie SMT:

- the relation-matching principleyood analogies are grounded on mapping of multi-

argument relations rather than attributes (undations).

the systematicity principlemappings of coherent systems of relations (geaphs

resulting from compositions of relations) are prefd over mappings of individual

relations.

The SME algorithm implements a heuristic searchaf@ross-system map realizing these principles

through four stages:

- Local match constructionfind all base-target element pairs that can paikiyn

match, i.e. all possible matches between grouggeshents sharinglentical relations

in base and target systems.

- Global map constructiorwithin the formed collection of all possible ldcaatches,

identify all maximal consistent sub-collectionsnoéitches.

- Candidate inference constructiofor each maximal consistent sub-collection of

matches, infer additional relations not given araily in the target domain that have
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matched relations in the base domain and thus éxteea map suggested by the

consistent matches.

- Match evaluation calculate a score for each one of the candidatended maps

incorporating the inferred information, based owgalostructural measures that are

derived from the two SMT principles above.

Although innovative and influential (and maybe hesmof it), SMT has been extensively criticized,
for example by Hofstadter et al. (1995, mainly @h. Hofstadter et al.'s criticism is particularly
focused on the inflexibility inherent to SME. Thisflexibility is expressed in the one-to-one
mapping scheme that is restricted to mapping aftidal — even not similar — relations. Furthee th
propositional representations that the program pwaies are manually coded and, as such, they
articulate pre-determined relations over a prerdeteed set of concepts. The SMT pretends to
account for real-world analogies. However, it @ nlear to what extent it models successfully the
flexibility and creativity characterizing human seaing, particularly if one has in mirrdal-world

datain raw form that cannot be suspected as tailovethe problem at hand.

2.2.2 The Copycat Project

The Copycat project by Hofstadter et al. (1995;.Gh6) is one of several projects from the same
group (see other chapters there), promoting anoaghralternative to the seeming rigidity of SMT.
A basic strategic direction of Hofstadter et al.alsandoning the pretension to solve real-world
problems of general character, which in their viewva too advanced challenge for the present lével o
recent research. Rather, they advocate concergrati specific artificial toy domains. Simple toy
problems are claimed to underlie search spacesthanhore liable to systematic study (as Hofstadter

et al. put it: looking at a problem together with ‘hallo” of variant problems; p. 330).

2.2.2.1 System Overall Description

Copycatis a computer program exemplifying the above dioectlt is restrictedly designed to answer

questions regarding analogy of letter strings fiamnsation, such as:

“if a string abc is transformed int@abd, what would be the analogously transformed

value of a target stringyz'.

The stringsabc andabd form thebasedomain of the problem and thkgz string is the given part of
the target domain. The problem to be solved is completing tdrget domain by constructing an
additional string so the relation between the targét strings, the given one and the constructeg on

will be analogous to the relation between the tasebstrings.
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The solution is achieved based on grouping letibssts together and on two types of links between
the original letters and between formed letter geobondsthat link neighboring elements within the
same string anlridgesthat connect (map) between different strings. sTtaupossible solution to the
problem presented above as an example can bgythit transformed intevyz. This solution might
rely, among other things, on bridging the letterand d (across the two base strings) and a

corresponding bridge betwegrmf the given target string awdof the constructed solution string.

The program considers rather elementary informatsgarding the nature and characteristics of the
alphabet lettersa is recognized as the first letter, anib recognized as the last one. The alphabetic
order, i.e. the identities of the letters that cdyeéore and after each letter (successor and pesdec
relations), is known as wellSlipnetis the name of a central ingredient in the Copweahitecture,
which stores and process this information in addito other information that is gathered during the
run. It consists of approximately 60 nodes. Th&ues associated with the Slipnet nodes form a
vector, referring globally, across the whole systarthe intensity of both basic features and rahat

as the ones mentionefirgt letter, last letter successqrpredecessqrand alsahe letterA, the letter

B, ..., the letter Z and, additionally, features and relations thatrast specified in advance but rather
emerge during Copycat's execution. Examples fesalemerging attributeméta-featuresare the
notion of LETTER SUBSEQUENCE LENGTHNCREASINGSEQUENCE(and DECREASING SEQUENQEand

OPPOSITE

In order to concretize further the framework ddssxii above, we draw the following simplistic partial
example. Suppose that one of the base stringshangiven target string aeab andbba and ignore
for the moment the other details of the Copycdirsg{which are not much relevant in terms of our
current work). Suppose further that the followgrguping pattern has been evolvedaab the first
two letters are grouped together so that the whinieg is now perceived as concatenatiomafnd

b. Similarly, bba is perceived as &b group concatenated with This grouping pattern is not
guaranteed to emerge in a real run, but seems lgelira view of actual test cases described by
Hofstadter et al. Thea andbb groups are likely to be marked by the featuetterA andletterB,
respectively, as well as by the featleagth2. The solution wher@a is bridged tobb andb is
bridged toa would have an increasing impact on the Slipnetizwahssociated with the feature
SUBSEQUENCE LENGTHreflecting that the matched groups share the dength. An alternative
conceivable solution, whesa is matched withka while b is matched witlbb would result in increase

in the value associated with the featuresTER reflecting that the matched groups consist of the

same letter, andPPOSITE reflecting that the groups are matched in trererse order.
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To summarize, the computational machinery undeglydopycat is based on three main factors that
constantly change, while interdependently affecagh other. These are the Slipnet global values,
the current setting of letter grouping, bonds aridges, and the purposed solution string, which is
firstly constructed after some execution time brotrf this point on, is also constantly adapted to fi

the current state of the other factors and atdhsestime affects them.

2.2.2.2 Further Discussion in View of Methods Reviewed Previously

The computational framework of Copycat is somewlkeatiniscent of the stochastic data clustering
methods (Subsection 2.1.4.5), and of the schenmdtantly adjusted assignments and gradually
stabilizing probabilistic or deterministic centrsi(®.1.4.6 and 2.1.4.4). Update steps — groupiag a
ungrouping, setting and unsetting of bonds andjesdattaching labels (features) to groups, adaptin
Slipnet values, and so on — are stochasticallyeh@®m a pool of prioritizedodeletessmall code
segment that are randomly chosen to be performaddifference from some of the methods we
described, choosing the next step, i.e. codeletpetform is not based on a global one-valued cost
criterion but rather on a variety of global anddbconsiderations (that are assessed by some teslele

dedicated for this purpose).

Among the various considerations being constanfigessed, there is a global computational-
temperature parameter, which is described as r@gglaa global level of “open-mindedness”
expressed through stochasticity level and oveil@lihood of certain types of codeletes to perform.
In relation to that, the temperature quantifiedabal “confidence” level with regard to the currgnt
posed solution, so that once it goes below a cett@iel the probability of terminating the run
increases. The temperature has no deterministiingoschedule as in simulated annealing (2.1.4.5)
or in the IB method (described in Chapter 5).

Evolving representation, which is not hand codedpm-determined, seems to be a unique and
fascinating aspect of the Copycat project. Ondier hand, Copycat employs a complex and hard-
to-analyze computational mechanism and at the s$neeit manifestly gives up addressing practical
real-world problems. The data-clustering-basedchouig we introduce later in this work (Chapter 4
and Chapter 5) attempt to maintain the flavor ehtive gradually-emerging analogy discovery, along

with fairly tractable computational rational andahanisms and implementation to real-world data.

27



28



Chapter 3: Setting and Evaluation

In this chapter, we start laying the grounds to camnception of how to adapt the data-clustering
framework, reviewed in the first part of the praxdochapter, to the problem of drawing analogies
between distinct systems — a problem that is iétistely discussed in the second part of the previo
chapter. This chapter describes the basic setlingxplains how the systems to be compared, which
are not necessarily similar to one another, areesgmted within our extended framework and what
sorts of clusters are interpretable as conveyirajogies or correspondences between the analogized
systems. The chapter continues with a prelimireggmple of an application to real-world textual

data of the type treated in depth in the next arapt

In the last part of this chapter we describe howerma configuration of clusters of the appropriate
kind, the quality of the analogy or the correspartdebeing drawn is to be evaluated. The evaluation
methods are essentially the same ones used toagwadtandard data clustering, but our extended

framework suggests some subtle distinctions fragrstndard framework.

3.1 Problem Setting

The problem examined in this work extends the stehasingle-set data-clustering problem. In
distinction from the setting in the single-set geob, the data for the extended problem is pre-eiyid

into several distinct subsets of elements to beteted. A setting of two subsets is studied first
(Chapter 4). More general setting, which allowsagger number of subsets, is examined later
(Chapter 5). Each one of the subsets representsfomvo or more systems between which we draw

an analogy or a correspondence.

A correspondence between the given subsets is liskh by means of partitioning them to
corresponding partitions. We term each one ofthzset parts that result from these partitiossta
cluster Every one of the obtained sub-clusters has thimg sub-cluster in the other subset (or
several matches, one in each subset, in case thésdare-divided to more than two subsets). Hence
a one-to-one map is established between the sstecuof one subset and those of the other subsets.
In a setting restricted to two pre-given subsetpam of matched sub-clusters is termedoapled
cluster A configuration of an element set pre-dividedtéwm subsets and partitioned into three
coupled clusters is sketched in Figure 3.1. Latdren a larger number of pre-given subsets is
allowed, a more general terraross-partition clustemwill be employed to denote a collection of
matched sub-clusters, one from each of the sub#&tsa rule, we use the more general latter term,

unless the setting under discussion is clearhetype restricted to two subsets.
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SubsetA SubseB

Figure 3.1 An example of a coupled-clustering configuratiofihe diamonds represent elements
of the two pre-given subsefsandB. Closed contours represent coupled clusters, ebatich

links two corresponding sub-clusters each fromffeidint subset.

Similarly to the single-set clustering problem dissed in the previous chapter (and many other
problems likewise), obtaining a good solution te tiross-partition clustering task, or determining
whether a given solution is satisfactory or nog imatter of optimization over an array of potdhtia
contradicting biases. Standard clustering aimisoatogeneous subsets: each cluster is expected to
consist of elements that are similar to one anotagrmuch as possible) and, at the same time, its
elements are expected to be not similar to elemertther clusters. In the case of coupled andszro
partition clustering, a new requirement is add€h one hand, we still aim at getting homogenous
groups of elements. On the other hand, we waigrtore the impact of specificities characterizing
any particular pre-given subset. Rather, we reqgtiat each homogenous group of elements
extracted from one of the subsets would also hagecal match — a corresponding group of similar
elements — in the other subset or subsets, soatltabss-partition cluster is formed. An optimal
configuration would thus consist of clusters camitay elements that are similar to one another and
distinct from elements in other clusters, subjecthte context imposed by the requirement to match

sub-clusters from the different subsets.

Similarly to standard-clustering formulations, tlkemputational methods addressing the cross-
partition clustering task — including the ones deped in the next chapters — might encounter variou
sorts of difficulties that are related to the iiged nature of the problem (see previous chapter,

Subsection 2.1.1.2). In this respect, the sitmatsonot improved in the cross-partition case,hés t
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task introduces yet another source of potentiadsidahat might not be satisfied in full, additidyab

the biases already present in the original datst@ling problem. The combination of considerations
and biases discussed above defines cross partitistering as a new task that cannot be tackled
through previously studied methods and, particylanbt by standard data clustering methods as

explained below.

Technically, it is straightforward to generate ass-partition clustering configuration by simply
ignoring the given pre-partition to subsets andiyapg a standard clustering method to their union.
The current work focuses on cases where a starsitagite-set clustering methazinnotwork well.
Such cases are characterized by relatively homagemsnbsets, where the similarity between
elements from the same subset is overall highem Similarity between elements originating in
different sets. Standard clustering is commitigdlg to producing homogenous clusters. Therefore,
a standard clustering method might tend to prodlusters that coincide with the pre-given subsets
or, in case larger number of clusters is requestédsters that are restricted to elements of an

individual subset.

As mentioned in the previous chapter, the case evtier pre-given subsets are relatively homogenous
but, overall, are not very similar to one anotlseinieresting, as it is characteristic of analogkimg.
Particularly in such cases, a solution consistihglasters that are exclusive to one of the prexgiv
subsets would not reveal correspondence betweesutisets. To prevent this non-favorable type of
solution to the cross partition clustering probleoyr method will be required to include
representatives from all subsets in every clustieng with the basic direction of including similar
elements in a cluster. This additional requirementreate clusters that cut across the pre-given
partition, while neutralizing regularities interna specific subsets, differentiates the crossitjart

clustering problem introduced in this work from gtandard data clustering problem.

3.2 A Real-world Example

In principle, cross-partition clustering seems t® dpplicable to revealing corresponding element
groups across any unstructured set of elementdipiged to several subsets, regardless of theaype
data. Hypothetical applicative uses might incluedkgning corresponding collections of atomic
image components, such as pixels or contours,derdo identify corresponding objects; revealing
matches between sets of physiological or psychcébgiecords in order to identify equivalencies

across distinct subjects or populations and so on.
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Middle East confiict
Keywords: delegation security attack extradition

weapon minister disarm partner leader
settlement meeting| street | soldier refugee
election mandate home |terreorist diplcmat

| X777 \\
| simder”
i\\

N\ /
~_music and media copyright dispute (Napster) /

Keywords: |decision program web-site |lawyer judge
digital | swap innovation | service student
vielation infringement copyright artist
company committee Panel

Figure 3.2 Keyword samples from news articles regarding twoflicts. Examples of coupled

clusters, each consisting of two matched topichidusters, are marked by curved contours.

The current work applies cross-partition clusteringanother task: identification of corresponding
topics across texts. Specifically, we have apptieel coupled clustering and the cross partition
clustering methods to collections of documents @oitg information regarding distinct domains.
The target is to identify prominent sub-topics,ntles and categories for which a correspondence can
be drawn across the domains. Each domain is dieaizses by its own terminology and key-concepts
extracted from an appropriate corpus. The keywsets in Figure 3.2, for instance, have been
extracted from news articles regarding two corsliot distinct types: the Middle-East conflict ate t
dispute over copyright of music and other medias$yfihe “Napster case”). The question of whether
and with relation to which aspects these two cotsfliare similar does not seem amenable to an
obvious straightforward analysis. Figure 3.2 desti@ies non-trivial correspondences that have been
identified by our method. For example: the rolayeld within the Middle East conflict by individuals
such as ‘soldier’, ‘refugee’, ‘diplomat’ has bedigaed by our procedure, in this specific compariso

with the role of other individuals: ‘lawyer’, ‘stedt’ and ‘artist’ in the copyright dispute.
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3.3 Evaluation

Given the ill-posed nature of the standard datatehling problem, quantitative assessment of the
performance of clustering methods is known to bsubtle issue. As the cross partition task is
inherently more complex than the standard singéasét it is at least as problematic to evaludtiee
output configuration is expected to balance diffietgpes of potentially opposing biases, as disadiss
in the first section of this chapter, so that thelged quality of the balance obtained might be

subjective or application-dependent, just as tlse cawith solutions to the basic clustering proble

In general, there are two main strategies for etalg the quality of a clustering configuration:
internal criteria andexternal measures. An internal criterion relies solelytbe processed data.
Using an internal criterion can be an obvious cheithen there is a known objective function exactly
articulating, in a definite unquestionable manmenat is expected from the clustering mechanism.
For many if not most applications, this preregeisg not met. Our experience with cost functions
(see Chapters 4 and 5) particularly demonstrasdsctist scores do not capture in general the velati
quality of cross-partition clustering configuratsomvith different numbers of clusters. Likewise,
relatively small cost differences of configuratioesulting from a large similarity matrix often dot
reflect differences in the applicative utility ohet assessed configurations, even in comparing
configurations of equal number of clusters. Argljraplied by the ill-posed nature of the task, ¢her
are in general several alternative cost functidred thay apply to the same data and there is no
general procedure to determine which one is thghttione (also, if we knew the ultimate cost
function, we would direct our method to optimize iTherefore, in this work evaluation of the résul

is carried out through external measures.

An external evaluation criterion assesses the teselatively to some external “gold standard” — a
given configurationE from an authoritative source, assumed to provige dorrect solution to the
problem. We term the “gold clusters], e, ..., @ that form the criterion configuratids, classesto
distinguish them from the automatically generatiestersc,, c,, ..., G, forming the configuratiol©

that we wish to evaluate.

In our experiments with synthetic data (Section3 dnd 5.4.1), the gold standard is given by
construction: each data element is drawn as padoofe pre-defined class. To evaluate these
experiments, we formulate in the following subsatta rather simple and straightforward external

criterion, namegburity.

In many real-world clustering problems, for examgpical clustering of keywords, it is not as clear
cut in advance where each element should belongsuth cases (including the present work, see

Subsection 4.4.2.3), human judges are often reegigst produce the criterion set for evaluation,
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based on their judgment and knowledge. Dependimfpotors such as the specific data type and
content and the level of expertise of the humaggualasses produced by human judges might turn
to be just a rough criterion for evaluation (so tiaen “gold standard” might be a bit misleading).
the lack of precise criterion, we collected subjectriterion classes from several participantsthed
the level and scope of agreement between them €anspected as well. We have evaluated those
more subtle cases througlaccard coefficientdescribed in Subsection 3.3.2 (several additional

external evaluation methods are reviewed and aedligy Meila, 2003).

3.3.1 Cluster Purity

One straightforward method for measuring the qualfta clustering configuratiof in comparison
to an external criterio is known as clustguurity. Purity considers all elements of a clustén C

as if they are classified as memberscefdominantclass, which is the classin E with which ¢
shares maximal number of elements. For an indalidiwsterc, purity is defined as the ratio between

those elements shared bgynde, to the total number of elementsan

1
PURITYE(C) = mmaxm{lcm e}, (3.1)

wherelc n g is the number of elements sharedctande, and|c| is the total number of elementsdn
Note that some classes may not share maximal nurobeelements with any cluster and,

complimentarily, several different clusters mayrehttie maximal intersection with the same class.

To evaluate the entire clustering configuratiGh given the class configuratioR, compute the

average of the cluster-wise purities weighted leydluster size, which sums up to:
_1
PURITYE(C) = NZcucmaogmuc nel}, (3.2)

whereN is the total number of data elements.

Purity is a reliable evaluation measure under geanditions. We use it wherever the criterion is
definite and the target number of clusters is knowvhen it is known that the classeskEprovide

just a rough approximation of the desired outcoatbar than a definite solution, there are several
subtleties to consider and more appropriate methoésr instance, incrementing the number of
clusters would tend to improve purity, up to thefpet purity of the non-informative partition to
singletons. Hence, if the criterion at hand is aaryapproximation, one might prefer not to resttiet
produced output to configurations with number afstérs identical to the number of classe€in
neither to commit to any other fixed number of tdus. As these considerations are relevant to our
actual experiments and, particularly, we study [@mis where the number of clusters is not known in

advance, we evaluate our results wittcard coefficient
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3.3.2 Jaccard coefficient

Jaccard coefficient is one of several methods basezlement-pair counting (used for evaluating data
clustering results also by Ben-Dor, Shamir, & Yakhil999). It symmetrically captures the
agreement between an evaluated clustering confignr€ and an external classificatiali, on
assigning pairs of data elements to the same clustsus different clusters. A noticeable advaatag
of the Jaccard coefficient on other pair count rétis that it doesiotincorporate those pairs about
which the evaluation criterion and evaluated canfigion agree that they should not be included in
the same cluster. As Ben-Dor et al. (1999) ndiis, tiype of agreement is overstressed as the number
of clusters grows. Meila, 2003 suggests an altegraa set-intersection based criterion with
information-theoretic motivation that claim to anumodate well to configurations of varied number
of clusters. However, it is not clear whether thigygestion is straightforwardly applicable in our
case: the fact that our method is applied to adprieled element set and the obtained clusters, whic
are composed of several sub-clusters, might atfeetresults in a manner that is not trivial to
quantify. Therefore, we stick to the pair-countdzhgaccard measure, for which incorporating the

cross-partition aspect is simpler.

We first introduce the Jaccard measure for thedst@hdeterministic (“hard”) clustering case, where

each element is assigned to one, and only ondgeclaisd one criterion class.
The following0/1 valued functions, are defined for every pair dbdalements andx’:

Co-assige (x,x) = 1iff there iscOC such thak,x'0c (0 otherwise);

(3.3)
Co-assigm (x,xX) = 1iff there isedlE such thak,xe (O otherwise).
Now, we define pair counts on which the Jaccardficdent is based.
ay, = 2 yox Min{ Co-assiga (x, X) , Co-assig (x, X) } (3.43)

(the number of relevant data element pairgassi into the same cluster by bdandC);
a0, = 2 xoxmin{ 1 - Co-assiga (x, X) , Co-assigm (X, X) } (3.4b)
(the number of pairs that have been assignedetsdame cluster by but not byC);
ay = X xox Min{ Co-assiga (x,X) , 1 — Co-assig (x, X) } (3.4c)
(the number of pairs that have beaigasd into the same cluster 6ybut not byE).
Note that Jaccard coefficient ignoiggs which is the agreement betwe€randE on those pairs that

are not included in the same clusters. In genealbecomes non-informatively dominant as the

number of classes grows.
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Jaccard coefficient is defined as

al 1

JaccAr (C) = ————.
(€) a, +a,+a, (3.5)

3.3.2.1 Probabilistic Extension for Jaccard coefficient

In the previous chapter we have mentioned datdesing methods that produce probabilistic output:
each elemenk is distributed over all clusters, so that the aisgmn level ofx with a clusterc,
denotedp(c|x), satisfies) ¢icp(c|x) =1 (see previous chapter, Subsection 2.1.2.2). tferoto
extend the Jaccard coefficient for probabilistiostéring, we modify the definition of the binary
function Co-assige (Eq. 3.3). The new variation provides a probatidi value, between 0 and 1,

quantifying the level by which two elementandx’ are assigned the same way by a probabiltic

Co-prob-assiga(x,X) = 2 emin{ p(c|X), p(c|x)} . (3.69)
This value is equal ta if and only if the distributions over the clustexanditioned on both elements

are identical. It coincides with the hard clustigrcase, wheneve{c|x) andp(c|x) are bottD or 1.

The same probabilistic setting might apply alschimitthe classification criteriol: an element may
be known, or approximated, as belonging to seveniggrion classes with either equal or varying
levels of assignment (for example, a keyword migbtassigned to several sub-topical keyword
classes). It is natural, in such case, to reqgpnm@babilistic assignment levelg(e|x), so that

Dk p(e|x) =1. We modify accordingly the definition €fo-assigm (X, X):
Co-prob-assign(x,X) = > emin{ p(e|x), p(e]x)} . (3.6b)

ReplacingCo-assige and Co-assigi in the definitions of,, a, anday, (Eq. 3.4a-c) by the newly
definedCo-prob-assiga andCo-prob-assigp, we may use the same definitionJatcArn: (C) (Eq.
3.5) to define a new measurdaCCARDPROR:;(C), that is usable for evaluating probabilistic

clustering results.

The opportunity of evaluating probabilistic clustgrbrings to mind the question of what is the attu
target of probabilistic clustering: does it intetodexpose in detail real ambiguities that are prese
the data, or is it just a strategy to approximadet@rministic clustering configuration (eventuatlye
one where every elemexis assigned to the cluster ¢ with highg&{x))? Both targets are of course
legitimate but exposing true ambiguities is a mbajger challenge, as this implies a much richer
search space and therefore “noisier” outcome. rhctige, it has indeed turned that our actual
probabilistic clustering results (Subsection 5.4v@re scored slightly lower relatively to the
corresponding deterministic configurations, so wanoentrated on evaluating the deterministic

highestp(c|x) configurations as a replacement to the raw prdistibioutcome.
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In distinction from the possible interpretationgpobbabilistic clustering, whenever multi-assignisen
are present in the criterion classes as happeneakiooally in our experiments, they cannot be
interpreted as related with any deterministic assignts. This is the reason that in spite of resprt

to deterministic configurations, we still had tceWsCCARBPROBrather then the standaddcCARD
scores. We did so both when we applied deterninittistering method (Chapter 4) and when we
evaluated the deterministic approximation of a pimlistic outcome (Chapter 5).

3.3.2.2 Adapting Jaccard coefficient for the Cross Partition Setting

We propose also a variation of the Jaccard evaluaicore that is specifically adapted to the cross-
partition clustering setting. In the cross-patitisetting, the data is pre-divided to two or more
disjoint subsets. Replaeg,, a,, anday, defined above (Eq. 3.4) by corresponding quastitigth

sums that include only pairs of elements from dttsubsets:

a1 = Do x from distinct subse&0-assig (x, X) (Co-assig (x, X) ,
alo1 = 2. x x from distinet subset 1 - CO-assigi (x, X) ) CCo-assig (x, X) , (3.7)
EWEDY x x from distinct subsetc0-aSSigia (X, X) [{ 1 - Co-assigi (X, X)) .

Plugginga',;, a4, @4, into the definition of Jaccard coefficient (Ego3.we obtain:

a'y

JACCARDCPg(C) = ———————,
a 11+a 10+a 01

(3.8)

a variation on Jaccard coefficient adapted to thetext of the new problem, which considers only
elements from the distinct subsets and excludesntpact of all within-subset pairs. If we also
replace in Eq. 3.7 abov@o-assignby Co-prob-assign(Eq. 3.6), we obtain th@aACCARBPROBCP

measure, which combines probabilistic clusteringnwgnoring the impact of the within-subset pairs.

Similarly to the corresponding question regardimgleation of probabilistic clustering, the question
of whether to usdACCARBCP as a replacement for the originllcCARD measure depends on how
exactly one views the target of the cross-partitimsk. If the emphasis is on creating a variety of
associations between the pre-given subsets, thewould make sense to usRCCARBCP (or
JACCARBPROBCP). If, in subtle distinction, the focus is on reliag concepts or themes that cut
across the pre-given partition and might neverdsli@corporate some within-subset information,
then using the originalaACCARDmMeasure (0JACCARBPROB can be viewed as more appropriate. In
evaluating our actual results, we accordingly UsecARDPROBCP for evaluating our coupled
clustering method (Section 4.4) that, as will bplaixed, relies solely on cross-subset information.
For evaluating the later cross-partition methodb&®ation 5.4.2), which does not ignore within-

subset information, we use tB&CCARDPROBMeasure.
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Chapter 4: Coupled Clustering

The method introduced in this chaptercupled clustering- extends the standard clustering task for a
set of data elements pre-divided into two disjainbsets. As explained in the previous chapter, we
study the problem of partitioning in parallel thaimof pre-given subsets to groups of elements, or
sub-clusters, each of which is matched with a spaading sub-cluster in the other subset. A pair o

matched sub-clusters forms togethepapled cluster

This chapter relies on a paper introducing the tambglustering framework (Marx et al., 2002),
extending earlier publications (Marx & Dagan, 208arx, Dagan & Buhmann, 2001). In Section
4.1, we review the computational methods that Uredeur approach, namely the standard clustering
method by Puzicha, Hofmann & Buhmann (2000) andanirence based similarity measures by
Lin (1998) and Dagan, Marcus & Markovitch (1995)he coupled clustering method is formally
introduced in Section 4.2. Then, we demonstratemihod on synthetic data (Section 4.3) and on a
task of detecting equivalencies across distindiuedxcorpora (Section 4.4). The examined corpora
deal with the conflict theme as exemplified in Fig3.2 and on various religions between which we
identify correspondences. The religion data isrdhghly evaluated through comparison of our
program's output with keyword classes that wereméal manually by experts of comparative studies

of religions. Section 4.5 concludes this chaptiéh further discussion.

4.1 Computational Background

This section reviews the two computational framéwdhat form the basis for the coupled-clustering
method. The first subsection concentrates on #evant details of a data-clustering method, by
Puzicha, Hofmann & Buhmann (2000), which our aldon extends for coupled clustering. The next

subsection reviews methods for calculating thelanity values used as input for our method.

4.1.1 Cost-based Pairwise Clustering

Puzicha, Hofmann & Buhmann (2000) present, anafym classify a family of pairwise clustering
cost functions. Their framework assumes “hardiggseents: every data element is assigned into one
and only one of the clusters. In reviewing theorkvwe use the following notation. A data clustgri
procedure partitions the elements of a given dgtASdanto disjoint element clusters,, ..., . The
number of clustersk, is pre-determined and specified as an input par@amto the clustering
algorithm. A cost criterion guides the searchdamuitable clustering configuration. This criterie

realized through a cost functiéh(S,C) taking the following parameters:
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(i) S={su}«ox : a collection of pairwise similarity valueseach of which pertains to a pair of

data elements andx' in X.

(i) C= (¢, ..., C) : a candidate clustering configuration, specifyassignments of all elements
into the disjoint clusters (that lisgc; = X andgnc; = @ for everyl<j<j'<k).

The cost function outputs a numeric cost valuetfier input clustering-configuratio€, given the
similarity collectionS. Thus, various candidate configurations can bepayed and the best one, i.e
the configuration of lowest cost, is chosen. Thaimmidea underlying clustering criteria is the
preference of configurations in which similarity @ements within each cluster is generally high and
similarity of elements that are not in the samesteluis correspondingly low. This idea is formetiz
by Puzicha et al. through thmonotonicityaxiom: in a given clustering configuration, incseng
similarity values, pertaining to elements withire ttame cluster, cannot increase the cost assigned t
that configuration. Similarly, increasing the demity level of elements belonging to distinct ¢krs

cannot improve the cost.

Monotonicity captures the most basic intuitive etpon from pairwise data clustering. By
introducing further requirements, Puzicha et atuBbon a more confined family of cost functions.
The following requirement focuses attention on fiows of relatively simple structure. A cost
function H fulfills the additivity axiom if it can be presented as the cumulative sfimepeated

applications of “local” functions referring individlly to each pair of data elements. That is:

H(SC) = Zuox W*(XX,5x,C) (4.1)
where §** depends on the two data elemertandx, their similarity value sy, and the whole
clustering configuratiolC. An additional axiom, theermutation invariancexiom, states that cost
should be independent of element and cluster reiogle Combined with the additivity axiom, it

implies that a single local functiap, s.t. ™ = for all x,x 0 X, can be assumed.

Two additional invariance requirements aim at $tgbg the cost under simple transformations of the
data. First, relative ranking of all clusteringnéigurations should persist under scalar multipiaa
of the whole similarity ensemble. Assume thatsathilarity values within a given collectio8 are
multiplied by a positive constamt, and denote the modified collection . Then,H fulfills the

scale invariancexiom if for every fixed clustering configuratid?) the following holds:

Y In their original formulation, Puzicha et al. udéstance values (dissimilarities) rather then sinitiles.
Hereinafter, we apply straightforward adaptatiorsitailarity values by adding a minus signHo Adhering to
the cost minimization principle, this transformatieplaces the cost paid for within-cluster distanities with

cost saved for within-cluster similarities (altetimaly pronounced as “negative cost paid”).
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H(7S,C) = pH(S,C). (4.2)
Likewise, it is desirable to control the effect afi addition of a constantAssume that a fixed
constantA is added to all similarity values in a given cotlen S and denote the modified collection
by S®. Then,H fulfills the shift invarianceaxiom if for every fixed clustering configuratia® the

following holds:
H(S®C) = H(S,C)+ D, (4.3)
where® may depend oA and on any aspect of the clustered data (typithélydata size), but not on

the particular configuratio@'.

As the most consequential criterion, to assure dhgitven cost function is not subject to local slip
Puzicha et al. suggest a criterifmn robustness This criterion ensures that whenever the daltarige
enough, bounded changes in the similarity valugarding one specific element[] X, would result

in limited effect on the cost. Consequently, thstassigned to any clustering configuration would
not be sensitive to a small number of fluctuationthe similarity data. Formally, denote the sife
the set of elemeniX by N and letS* be the collection obtained by addiaAdo all similarity values

in Spertaining to one particular elemext] X. ThenH is robust (in the strong sense) if it fulfills
+IH(SO -H(ES™,0)| O - O. (4.4)

Puzicha et al. show that any cost function satigffEquations 4.1, 4.2, 4.3 is a linear combinatibn
two factors: a positive component (to be minimizawjorporating averages of distances between
elements within the same cluster, and a negatingooent (to be maximized) incorporating averages
of distances between elements from different clastdt turns out that among those cost functions
there is only one function that satisfies the sjrombustness criterion of Equation 4.4 in addition
Equations 4.1, 4.2, 4.3. This function, denotexk fesH®, involves only similarity values pertaining

to elements within the same clusteitfiin-cluster similaritie}.

Specifically, H® is a weighted sum of average within-cluster siritija Denote the sizes of the
clustersc,, ..., ¢ by n, ..., nc respectively. The average within-cluster simijafor the cluster; is

then

v Sxx'
Avg = Z"X‘L . (4.5)
n, x(n; =1

HC weights the contribution of each cluster to thst @roportionally to the cluster size:
H® = -2 njAvg. (4.6)

In Section 4.3, we modifif° to adapt it for the coupled clustering setting.
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4.1.2 Feature-based Similarity Measures

In our calculations, similarity between data eletaes assessed through methods that take feature
vectors as input and put heavier weights on theerirdormative features. The information regarding

a data elemenk, conveyed through a given featuyejs assessed through the following térm:

» PX1Y)

1Y) = log; 000 (4.7)

where,p denotes conditional and unconditional occurremobabilities and the+ sign indicates that
0 is returned whenever the lofuinction produces negative value. In our expenitn& andy are

generally words angd is empirical occurrence probability.

Dagan, Marcus & Markovitch (1995) base their sinitiyameasure on the following term:

2., min{l(x )1 (', )} -
2., max{l (x,y), 1 (x', y)}

SinbMM(X,Xl) =

(4.8)

The similarity value obtained by this measure ghbr as the number of highly informative features,

providing comparable amount of information for betamentx andx, is larger.

Lin, 1998 incorporates the information term of Egpa4.7, as well, though differently:

Z{yll (x,)>0 01 (x',y)>0} (I (X' y) +1 (Xl' y)) )

sim(xx) = Zy(l (x,y) +1(x,y))

(4.9)

Here, the obtained similarity value is higher as mlumber of features that are somewhat informative
for both elementsy, andx,, is larger, and the relative contribution of thasen proportion to the total

information all features convey.

Similarly to the cosine measure (see 2.1.3.3), bith,, andsim measures satisfy: (i) the maximal
similarity value, 1, is obtained for element pairs with relation toiethevery feature is equally
informative (including self similarity); and (ithe minimal similarity value), is obtained whenever
every attribute is not informative for either orfele elements. Accordingly, our formulation ahe t

experiments below follow the convention that a zealue denotes no similarity.

In the coupled clustering experiments on textudh dhat are described later, we use both above
similarity measures. We utilize pre-calculasaay values for one experiment (Subsection 4.4.1) and
we calculatesimpyy vValues, based on word co-occurrence within oupaar, for another experiment
(Subsection 4.4.2).

2 The expectation over the term of Equation 4.7 @eenccurrences of al's andy's, (with log) is themutual

informationof x andy (Cover and Thomas, 1991, p. 18).
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4.2 Algorithmic Framework for Coupled Clustering

In this section, we define the coupled clusteriagktand introduce an appropriate setting for
accomplishing it. We then present alternative coseria that can be applied within this settimgla

describe the search method that we use to idetaifipled-clustering configurations of low cost. As
we noted in Chapter 3, coupled clustering is theblgm of partitioning two data subsets into
corresponding sub-clusters, so that every subaslistmatched with a counterpart in the other dubse
Each pair of matched sub-clusters forms jointlpapded cluster. As in the standard single set tésk

data clustering, each coupled cluster consistdenfi@ents that are similar to one another and distinc
from elements in other clusters. However, thisubject to an additional bias imposed by the

requirement to match sub-clusters of each pre-giudisets with those of the other subset.

4.2.1 Directing Clustering through Between-subset Similarities

Coupled clustering divides the two pre-given elem@imsetsX* and X?, into disjoint sub-clusters
G,...,G andc, ..., ¢. Each of these sub-clusters is coupled with aesponding sub-cluster of
the other subset, thatd$ is coupled Withcj2 forj =1...k. Every pair of coupled sub-clusters forms a
unified coupled-clusterg; = C}U cjz, which contains elements of both pre-given subgsde Figure
4.1). We approach the coupled clustering problénough a pairwise-similarity-based setting,
incorporating the elements of both andX?. Our treatment is independent of the method bichvh
similarity values are calculated: feature-basedutations such as those described in Subsection

4.1.2, subjective assessments, or any other method.

The notable feature distinguishing our method fretandard pairwise clustering, is the set of
similarity values,S, that are considered. A standard pairwise clumgeprocedure potentially
considers the similarity values referring to alirpaof elements within the undivided clustered set.
Typically, the only similarity values that are nodnsidered are self-similarities. In the coupled
clustering setting, there are two different typésawailable similarity values. Values of one type
denote within-subset similarities (short gray asaw Figure 4.1). Values of the second type denote
similarities of element pairs consisting of onengdat from each subsebgtween-subset similarities
long black arrows in Figure 4.1). As an initialasegy, to be complied with throughout this chapter
we choose to ignore similarities of the first typiéogether and to concentrate solely on between-
subset similaritiesS= { s}, wherex 0 X" andx' 0 X2. Consequently, the assignment of a given data
element into a coupled cluster is directly influethdy the most similar elements of the other subset

regardless of its similarity to members of its osubset.

The policy of excluding within-subset similaritieaptures, according to our conception, the unique

context posed by aligning two pre-given subsetsessmting distinct domains with respect to one
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another. Correspondences special to the currenpaason, which underlie presumed parallel or
analogous structure of the compared systems, a likely to be identified abstracted from the
distinctive information characterizing each indivad system. This fits our key goal of detecting
commonalities, while masking out subset-internaldtires (see Section 3.1). In this chapter, we do
not deal with the questions of whether and how labke information regarding within-subset
similarities should be incorporated. The next ¢bapntroduces a method that processes the data

more comprehensively.

Subsetx} Subsetx?

~

==

Figure 4.1 The coupled clustering setting. The diamondgesgnt elements of the pre-given

subsets<* andX?. The long black arrows represent the values én signilarity values pertaining to
two elements, one from each subset. The shorégr @rows stand for the disregarded similarity

values within a subset.

4.2.2 Three Alternative Coupled Clustering Cost Functions

Given the setting described above, in order totifleonfigurations that accomplish the coupled
clustering task, our next step is defining a caostcfion. In formulating it, we closely follow the
standard pairwise-clustering framework presentedPhyicha, Hofmann & Buhmann, (2000, see
Subection 4.1.1 above). Given a collection of Enty valuesS pertaining to the members of two
pre-given subsetss’ andX?, we formulate an additive cost functidf(S, C), which assigns a cost
value to any coupled-clustering configuratiGh Given such a cost function and a search strategy

(see 4.2.4 below) our procedure would be able tputa coupled clustering configuration specifying
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assignments of the elements into a pre-determinetber,k, of coupled clusters. We concentrate on
Puzicha et al.'sl° cost function (Subection 4.1.1, Eq. 4.6), whicliristed to similarity values within
each cluster and weighs each cluster's contribygroportionally to its size. Below we present and

analyze three alternative cost-functions derivedH’.

As in clustering in general, the coupled clusterbogt function should assign similar elements into
the same cluster and dissimilar elements into rdistclusters (as articulated by the monotonicity
axiom in Subsection 4.1.1). A coupled-clusteringtdunction is thus expected to assign low cost to

configurations in which the similarity values,, of elements andx' of coupled subs-clusters; and

2

c,

are high on average. (The dual requirement sigasow cost whenever similarity values of
elementsx andx' from non-coupled sub—clustet$ and cf j #]', are low, is implicitly fulfilled). In
addition, we seek to avoid influence of transientminute components — those that could have been
evolved from casual noise or during the optimizagiwocess — and maintain the influence of stable
larger components. Consequently, the contributidarge coupled clusters to the cost is greatan th
the contribution of small ones with the same aversiilarity. This direction is realized id°

through weighting each cluster's contribution Isysitze.

In the coupled-clustering case, one apparent ofgida apply straightforwardly the originbf® cost
function to our restricted collection of betweerbset similarity values. The average similaritytioé

coupled clustec = ctU ¢ is then calculated as
p €G; UG

Z 1oy ZSxx'
Avg, = et T 4.10
e (4.10)

wheren; is the number of elements in(so that Eq. 4.10 differs from the standard averf@gmula,

Eq. 4.5, by setting all within-subset similarities0). As inH® (Eq. 4.6), the average similarity of

each cluster is multiplied by the cluster size.ugithe following cost functiomy®, is obtained:

H' = -2, n xAvg;. (4.11)
Alternatively, as we restrict the collection of damties being considered in our calculations, we
might want to take it into account in the averagicgeme as well. The actual number of considered
similarities in the restricted collection is, forahj, the productnjx n’ of the sizes of the two sub-
clustersc} and cj2 forming ¢. The following averaging scheme might seem matnal for the

coupled clustering setting:

1 s zsxx'
Avgy = Lﬂ“wm : (4.12)

ni xn?
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Correspondingly, a second cost variift, is given:

H2 = -Y n xAvg’ . (4.13)
One factor to which the weighting schemesHofand H? does not refer is the inner partition of the
coupled clusters. Hence, we suggest yet anottemnative that incorporates the proportion between
the sizes of the two sub clusters, namely weigliegaverage similarity each cluster contributes to
the cost by the geometrical mean of the correspondoupled sub-cluster sizW. This

yields yet another cost function:

H® = -2, n'xn? xAvgy. (4.14)
The weighting factor oH? results in penalizing large gaps between the ﬁ\zxeussn} and njz, and in
preferring balanced configurations, with coupledstér inner proportions maintaining the global
proportion of the clustered subset /(" ON'/ N for eachj, whereN' andN’ are the sizes of* and
X2, respectively). Later on we refer to the costction H?> and H®, as the “additive” and the

“multiplicative” cost functions.

4.2.3 Properties of the Coupled Clustering Cost Functions

Puzicha, Hofmann & Buhmann, (2000) based their atiarization of pairwise-clustering cost-
functions on some properties and axioms (see Stibset1.1 above). In the previous subsection, we
have followed their conclusions in adapting, irethdifferent variants, one functior®, that realizes
the most favorable properties. It is worthwhilesge if and how these properties are preserved
through the adaptation for the coupled clusteriatiirey. As we show below, all the three cost
functions that we have derived®, H> andH?, are additive by construction and it immediateljdws

that they are also scale invariant. They are eatept forH? shift-invariant. However, the effect of

a constant added to all between-subset similaalyes is bounded fod* andH®, as well. FinaIIyH1

andH? are robust (but not biy?).
Lemma 4.1:H', H? andH?, are additive (Eq. 4.1).

Proof. For each one of the three functions, each elempaintwith non-zero impact on the cost (i.e.,
members of the same coupled cluster from diffesabsets) adds to the cost a component of the form
W* (x, X, S C). This contribution amounts to the average sinitjlawithin the cluster to which both
elements belong multiplied by a factor dependingtlis cluster. Specifically, for each pair of

elements, x' O g, such thak [ Xt andx 00 X2, we have the following terms:

S, S,

, . . S, .
XX — XX XX — XX XX — XX
- 1] - _n D ——— ]
BT T e T (4.19
] ]

]

which explicate the non-zero summands formitigH? andH?, respectively.
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Lemma 4.2:H', H? andH?, are scale invariant (Eq. 4.2).

Proof As ¢, @) and ¢ of the previous lemma all depend linearly & (i.e.,
Y (%X, s, C) = WX (X, X, NS, C)), it follows that the three cost functions satidtye scale

invariance property.
Lemma 4.3:H? is shift invariant (Eq. 4.3).

Proof. in thej-th cluster there arejx n} cross-subset pairg, ), so that introducing a constant shift
to all the considered similarities and summigtf (defined in the proof to Lemma 5.1) over all the

relevant pairs within thgth cluster gives:

s, tA S,
-n, = = [ > -n 2] - nA. (4.16)

xx0c; XOX*! x0X 2 : n} X r]jz xxOe; xOX!, x0OX 2 j n:jL X nj
Taking sum over the above cluster-dependent tefn&04.16 yieldsH?(S®, C) =H*(SC) + NA ,

where the termNA depends on the shift constant and on the data rfahan C), as required for

maintaining the shift invariance property.

Lemma 4.4: For H* andH?, the effect on the cost value of adding a congiarall between-subset

similarities is bounded.
Proof. BothH' andH? are are non-positive, thus bounded from above. by 0

For H', thej-th cluster's contribution to the modified costuléag from increasing all similarities by
a positive A is (mxn?/(n=1))A < min{n;, n"}A < (n/2)A. Therefore,
H'(S%,C) = H'(SC) - (N/2)A.

Similarly, for H®, thej-th cluster's contribution to the modification iost value is/n' xn? A < (n/2)A,
so that also foH? the following holdsH?(S™,C) = H*(S C) — (N/2) A.

We note that it is possible to modif* andH® so to impose the shift-invariance property on them
For that, one can use the derivative of, shﬁ/,with respect tadd\, which is the increment for all
between-data-set similarity values. This is a dmédunction so the resulting derivative is
D=Zj]/\/w. Consequently, normalizingl® by /D would result in perfect shift invariance.
However,H? in its non-normalized form is nearly shift-invariz with regard to configurations for
which the clusters approximately maintain the glgiraportion of the clustered data s¥fsandX?,
while highly imbalanced configurations are highlgnglized. Since our experiments use similarity
measures with values betwerand 1, we stick to the simpler formulation of Egs. 441id 4.14

above, assuming that the normalized version woeldhize similarly.
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Lemma 4.5: H' is robust (Eq. 4.4)H? is robust provided the ratio between the sub-etusizes of

any coupled cluster is kept bounded as the nunfbelements grows.

Proof ForH":

1,5 1 /ax+ 1 A A
N/ EO-HE=O] < N} < o U=~ 00 @)
J

wherej is the index of the cluster to whigtis assigned. Similarly fd#*:

S0 -HE™0)] (4.18)

1 A _ A | max{nt,n?
B TR ki Ly sy e e B
njxnj it

where convergence relies on the assumption regatieratio between the sub-clusters.

Finally, we note that using the coupled sizes genoa mean as a weighting factdd® tends to

escape configurations that match minute sub-clsistéth large ones, which are occasionally the
consequence of noise in the input data or of flobns in the search process. It turns that this
property provide$® with a notable advantage ovdf andH?, as our experiments indeed show (see

Sections 4.3 and 4.4).

4.2.4 Optimization Method

In order to find the clustering configuration ofnmmal cost, we have implemented a stochastic search
procedure, namely a variation of the simulated aling method based on the sampling pattern of the
Gibbs sampler algorithm (Geman & Geman, 1984; $s&e @hapter 2, Subsection 2.1.4.5). Starting
with random assignments into clusters, this alforitterates repeatedly through all data elemerds an
probabilistically reassigns each one of them intuts, according to a probability governed by the
expected cost change. Suppose that in a givegnassit configurationC, the cost differencéy ¢

is obtained by reassigning a given elementinto thej-th cluster {jxc= 0 in casex is already
assigned to thgth cluster). The target cluster, into which tbagsignment is actually performed, is

selected among all candidates with probability

. . 1
PO) = PIKC) < 7 exp(-pD .0} (4.17)

Consequently, the chances of an assignment toplake are higher as the resulting reduction in cost
is larger. In distinction from the original simtdd annealing algorithm (Kirkpatrick, Gelatt &
Vecchi, 1983), assignments that result in increasest are possible, though with relatively low
probability. Theg parameter, controlling the randomness level osigmments, functions as an

inverse “computational temperature”. Starting ighttemperature followed by a progressive cooling
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schedule, that is initializing® to a small positive value and gradually increasin@e.g. repeatedly
multiply B by a constant that is slightly greater than on801 in our experiments), turns most
profitable assignments increasingly probable. As tlustering process proceeds, the gradual
“cooling” systematically reduces the probabilityaththe algorithm would be trapped in a local
minimum (though global minimum is fully guaranteedly under an impracticably slow cooling
schedule). The algorithm execution stops afteeisgvepeated iterations through all data elements,

in which no cost change has been recorded (5Qidagain our experiments).

4.3 Experiments with Synthetic Data

A set of experiments on synthetic data has beenlumied for evaluating the performance of our
algorithm, making use of the three cost functiorieoduced in Section 4.3 above. These experiments
have measured, under changing noise levels, how eaeh of the cost functions reconstructs a

configuration of pre-determined clusters of variouger proportions.

Each input similarity value (i.e. between-subsatilgirities) in these experiments incorporates achas
similarity level, dictated by the pre-determinedistering configuration, combined with an added
random component introducing noise. The basiclaiity values have been generated so that each
element is assigned into one of four coupled ctast&lements in the same cluster share the maximal
basic similarity of valuel, while elements in distinct clusters share theimmah basic similarityO.

The noisy component combined with the basic vadueriandom number betwe@mandl.

In precise terms, the similarity valig, of anyx 0 X' andx' O X* (X* and X* are the pre-given
subsets), has been set to

S = (1-0) Oy + AT (4.18)
whered; i« — the basic similarity level — iif xd X" andx' 0 X? are, by construction, in the sanje (
th) coupled cluster or otherwifeandr,, — the random component — is sampled uniformly betvd
andl, differently for eachx andx' in each experiment. The randomness proportioanpetera (i.e.
level of added noise), also betwe@io 1, is fixed throughout each experiment, to maintaisteady

average noise level.

In order to study the effect of the coupled-clusitener proportion, we have run four sets of
experiments. Given subsétsandX? consisting of 32 elements each, four types offsstit coupled-
clustering configurations have been constructeaytiich the sizem} and nj2 of the sub-cluster pairs

¢ O X' and ¢ O X2, together forming thgth coupled-cluster, have been set as follows:
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given similarities coupled clustering reconstruction
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Figure 4.2 Reconstruction of synthetic coupled-clusteringifgqurations of the ‘10-6 coupling’
target configuration type from noisy similarity dat Lines and columns of the plotted gray-level
matrices correspond to members of the two setsth®feft-hand side — original similarity values —
the gray-level of each pixel represents the comedmg similarity value betweed (black) andl
(white). In the reconstructed data, gray levelregponds to average similarity within each
reconstructed cluster. The bottom part demonstritiat the multiplicative cost functiot?,

reconstructs better under intensified noise.

(i) m=n’=8 forj=1...4

(i) m=10, n’=6forj=1,2and n=6, n’ =10forj=34;

(i) m =12, nf=4forj=12and n=4, n’ =12 forj =34

(iv) m=14, n’ =2forj=12and nj=2, n’ =14 forj =34.
These four configuration types, respectively lathe&8 coupling’, ‘10-6 coupling’, ‘12-4 coupling’
and ‘14-2 coupling’, have been used in the fouregixpent sets.

It is convenient to visualize a collection of sianity values as a gray-level matrix, where rows and
columns correspond to individual elements of the tlustered subsets and each pixel represents the

similarity level of the corresponding elements.eTliagrams on the left-hand side in Figure 4.2 show
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two collections of similarity values generated witho different noise levels. White pixels represen
the maximal similarity level in usdl,; black pixels represent the minimal similarity é&vO; the
intermediate gray levels represent similaritiebetween. The middle and right-hand-side columns of
Figure 4.2 displays clustering configurationsremonstructed by our algorithm, using the addikie
and multiplicativeH® cost functions respectively, given the input simitly values displayed on the
left-hand side. Examples from the 10-6 couplingpeziment set, with two levels of noise, are
displayed. Bright pixels indicate that the cormsfing elements are in the same reconstructed
cluster. It demonstrates that, for the 10-6 cauplithe multiplicative variant® tends to tolerate
noise better than the additive variatftand that this advantage grows when the noise Ietaisifies

(bottom of Figure 4.2).

The performance over all experiments in each setbie@n measured through tRerITY measure,
introduced in Section 4.2. Figure 4.3 displaysrage accuracy for the changing noise levels,
separately for each experiment set. The multifieacost functionH?, is biased toward balanced
coupled clusters, i.e. clusters in which the inpeportion is close to the global proportion of the
subsets (which are equal in size in our case). éRperiments indeed verify thef reconstruct better

than the other functions, particularly in casealafost balanced inner proportions.

Figure 4.3 shows that the accuracy obtained usiegréstricted standard-clustering functidh is
consistently worse than the accuracyHf In addition, for all internal proportions, theisesome
range, on the left-hand side of each curve, in Whit performs better than the additive functigh

The range wheréd® is superior toH? is almost unnoticeable for the sharply imbalaniredrnal
proportion (2-14 coupling) but becomes prominentttas internal proportion approaches balance.
Consequently, it makes sense to use the additivatiin H? only if both: (i) there is a good reason to
assume that the data contains mostly imbalancepletwlusters and (ii) there is a reason to assume
high level of noise. Real world data might be gpksut given no explicit indication that the emegi
configurations are inherently imbalanced, the milittative functionH® is preferable. Consequently,

we have use#i® in our experiments with textual data, describethifollowing sections.
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Figure 4.3 Purity as a function of the noise level (randosmproportion) for different coupled
size proportions, obtained through experiments doonstructing synthetic coupled-clustering
configurations. For each proportion, results oigdiusing the straightforward adaptation of the
original method §I*, termed here “standard clustering”), “additivef’ and “multiplicative” ()

cost functions are compared.

4.4 ldentifying Corresponding Topics in Textual Corpora

In this section, we demonstrate the capabilitieshef coupled clustering algorithm with respect to
real-world textual data, namely pairs of sets gfvkerds (the subset§', X* mentioned in Subsection
4.2.2) along with counts of co-occurring contentra®) taking the role of features. The keywords
have been extracted from given corpora focusedistnct domains. Our experiments have been
motivated by the target of identifying, by meangiué induced coupled clusters, concepts that play
similar or analogous roles in the examined domaims. Subsection 4.4.1, the keyword sets are
extracted from collections of news articles refegrto two conflicts of different character that are
nowadays in the focus of public attention: tMaldle East conflictand the dispute over electronic
media copyright, demonstrated through tNepster case Our experiments revealed some
illuminating correspondences between the two seglynimrelated conflicts. In Subsection 4.4.2, we

turn to larger corpora focused on various religiosecifically Buddhism Christianity, Hinduism
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Islam andJudaism Hence, the task is to explicate common, or eajait, aspects of the examined
religions. This inter-religion comparison is fuethanalyzed and evaluated also in subsequent

sections.

In both conflict and religion comparisons, our isgftassumes that the datasets are given or that the
can be extracted automatically. We have usedTthe¢Analyst software by MicroSystems Lid.

which is capable of identifying key-phrases in giext, to generate datasets for our experiments.
From the terms and phrases that have been idehlifiehe software, we have excluded the items that
have appeared in fewer than three documents. Tieletjvely rare terms and phrases that the

software has inappropriately segmented have b#erefi out.

After extracting the datasets, between-subset afitids, if not pre-given, are calculated. In gahe
terms, every extracted keyword is represented bg-accurrence vector, whose entries essentially
correspond to the co-located words (concrete exasrfpllow in the subsections bellow), excluding a
limited list of function words. Then, between-sebsimilarity values are calculated using methods,
such as those described in Subsection 4.1.2, tptata data for the similarity-based coupled-
clustering algorithmic setting introduced in Sectid.2. We differentiate between two optional
sources that can provide the co-occurrence datdnéosimilarity calculations. One option is to das
the calculations on co-occurrences within the saorpora from which the keyword sets have been
extracted. Thus, the calculated similarity valnesurally reflect the context in which the companis

is being made. This approach has underlay motteo€oupled clustering experiments that we have
conducted (Subsection 4.4.2). However, sometimesdmpared corpora might be of small size and
there is a need to rely on a more informative ®iatil source. An alternative option is to utilire
co-occurrences within an additional independenpusrfor the required similarity calculations. In
order to produce reliable and accurate similaréhgs, such independent corpus can be chosen to be
significantly larger than the compared ones, bit iinportant that it addresses well the topic$ &éna
being compared, so the context reflected by thdagites is still relevant. This approach, making

use of pre-given similarity values, is demonstratethe following subsection.

4.4.1 Conflict Keyword Clustering Based on Pre-given Similarities

The conflict corpora are composed of about 30 nastisles each (200-500 word tokens in every
article), regarding the two above-mentioned cotdlithe Middle East conflict and the dispute over

music copyright. The articles were downloaded atoBer 2000.

3 An evaluation copy of TextAnalyst 2.3 is availafide download atttp://iwww.megaputer.com/php/eval.php3.
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Table 4.1 Coupled clustering of conflict related keywordsveBy row in the table contains the
keywords of one coupled cluster. Cluster titled #itles of the three groups of clusters were added

by the author.

Middle-East Music Copyright

Parties and Administration

Establishments iy state company court industry university
Negot i ati on delegation minister committee panel
I'ndi vidual s i
partner refugee soldier student
terrorist
Professional s diplomat leader artist judge lawyer

Issues and Resources in Dispute

Locati ons home house street block site

Protection housing security copyright service

Activity and Procedure

Resol ution defeat election mandate meeting  decision
Activitiesl assistance settlement innovation program swap
Activities2 disarm extradite extradition
use
face
Confrontation attack digital infringement label shut violation
Communi cat i on declare meet listen violate

Poorly-clustered keywords

low sinilarity interview peace weapon existing found infringe listening medi um
val ues p p music song stream worldwide

no simlarity

armed diplomatic
val ues

We have obtained the similarities from a large badyword similarity values that have been
calculated by Dekang Lin, independently of our @cbj(Lin, 1998). Lin has applied them
similarity measure (Subsection 4.2, Equation 40ybrd co-occurrence statistics within syntactic
relations, extracted from a very large news-artibepus! We assume that this corpus includes
sufficient representation of the conflict keywortssin relevant contexts. That is: even if thecks

in the corpus do not explicitly discuss the corereonflicts, it is likely that they address similar
issues, which are rather typical as news topicspalrticular, occurrences of the clustered keywords
within this corpus are assumed to denote meaniegsmbling their sense within our small article

collection.

As Table 4.1 shows, the coupled-clusters that e obtained by our algorithm fall, according to

our classification, within three main categorieBafties and Administration”, “Issues and Resources

* This corpus contains 64 million word tokens fronaWStreet Journal, San Jose Mercury, and AP Nexeswi

The similarity data is available Bitp://armena.cs.ualberta.ca/lindek/downloads/sims.Isp.gz.
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in Dispute” and “Activities and Procedure”. To impe readability, we have also added an

individual title to each cluster.

The keywords labeled “poorly-clusteredit the bottom of Table 4.1, are assigned to aedusith

average similarity considerably lower than the ottlesters, or for which no relevant between-subset
similarities are found in Lin's similarity databaseConsequently, these keywords could be
straightforwardly filtered out. However, poorlyustered elements persistently occur in most of our

experiments and we include them here for the shkerwveying the whole picture.

Making use of pre-given similarity data is, on thee hand, trivially advantageous. Apart from
saving programming and computing resources, sunhasity data typically relies on rich statistics
and its quality is independently verified. Morenvia principle, pre-given similarity data could be
utilized for further experiments in clustering dilshal datasets that are adequately representigk in
similarity database. However, there are seversddliantages in taking this route. First, reliable
relevant similarity data is not always available. addition, the context of comparing two particula
domains might not be fully articulated within genesimilarity data that has been extracted in almuc
broader context. For example, the interesting vdere the same keyword appears in both clustered
sets, but it is used for different meanings, cowdtibe traced. A keyword used differently in disti
corpora would co-occur with different features imcle corpus. In contrast, when similarities are
computed from a unified corpus, self-similaritygenerally equal to the highest possible vatlign(
Lin's measure), which is typically much higher thather similarity values. In such case, the two
distinct instances of a keyword presenting in bdtistered sets would always fall within the same

coupled-cluster.

4.4.2 Religion Keyword Clustering

This subsection introduces the main body of oua,d#&i which, from this point on, the coupled
clustering method is systematically applied, fokalwby detailed examination and evaluation of the
outcome. The same data is further analyzed, inntheé chapter, through additional algorithmic
extensions. The data consists of five corporah dacusing on a different religion: Buddhism,
Christianity, Hinduism, Islam and Judaism, to whigé apply our methods in order to compare the
religions to one another and to identify correspogdspects. The corpora used here significantly

extend the ones used by Marx, et al. (2002).

As we have noted earlier, one of the options fauging input similarity values is by using co-
occurrence statistics from corpora that are focasethe compared domains. These can be the same
corpora from which the clustered keywords are extdh In such case, it is clear that each keyword

appears in its relevant sense or senses. Henogextadependent subtleties, such as identical
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keywords denoting different meanings, can be rexkaln this case, we rely on the assumption that
there is a substantial overlap between the fegtasrely words commonly co-occurring in the two
corpora, and that at least some of the overlapgesjures are used similarly within both.
Specifically, we assume that the corpora to whieh refer below — introductory web pages and
encyclopedic entries concerning religions — contmough common vocabulary directed towards
some “average-level” reader, thus enabling co-oeage-based similarity calculations that are fairly
informative. In summary, while pre-given similgrilata might typically result from richer statistic
over a unified set of features, the alternative hnifif better the context of the task at hand, but
depends on rich enough statistics of shared feature

4.4.2.1 The Data

The religion data consists of five corpora contagnencyclopedic entries, electronic periodicals and
additional introductory web pages that were dowaéobfrom the Internet. The five corpora contains
1.5-2 million word tokens (8.5-13 Megabyte) eatlsing the TreeTaggesoftware, we have filtered
out all function words according to their part-pesch (POS) and substituted each one of the
remaining words by its lemma. This way, each cerpas been shrunk to 0.8-1.2 million tokens
(5.5-8.5 Megabyte). More details about the corpairabe found in Appendix A. In addition to the
keywords extracted by TextAnalyst software (de®tilabove), the elements of the clustered sets
include keywords that have been provided by contparaeligion experts (the data provided by
experts has been primarily used for quantitativaweation, see Subsection 4.4.2.3). The total gize
each of the final keyword sets is 180-240, of wHi8k20% were not extracted by TextAnalyst but
solely by the experts. Each keyword is represehyeids co-occurrence vector, as extracted from its
own corpus (so the same keyword that is relevatwtoor more corpora has different representation
with respect to each corpus). In counting co-aemges, we have used two-sided sliding window of
+5 words, truncated by sentence ends (similarlynada, 1993). On one hand, this window size
captures most syntactic relations (Martin, Al & \@terkenburg, 1983). On the other hand, this scope
is wide enough to score terms that refer to thees#mpic in general — and not only literally
interchangeable terms — as similar (Gorodetsky,1p0@hich accords our aim of identifying
corresponding topics. Appendix A contains detaflsome of the features that are most common in
the corpora. The keyword sets are introduced tit@ome of their items along with exemplifying

features and corresponding co-occurrence counts.

Each one of the clustered keywords is represented(bparse) vector, whose entries are the cotints o

the keyword's co-occurrences with each feature. Wdee applied to the obtained vectorial

® TreeTagger — a language independent POS tagger l@mndhatizer — is available for download from
http://www.ims.uni-stuttgart.de/projekte/corplexé& agger/DecisionTreeTagger.html.
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representations thsim,,, Similarity measure, which incorporates detailefbrimation on the data
(Dagan, Marcus & Markovitch 1995; Subsection 4.E8, 4.8;sim is less detailed in that it only
distinguishes between features that are presemhenof the two vectors: features that are present i
both do not contribute to the dissimilarity evelouph the values might be different, wher,
utilizes value differences for features that areifpee in both vectors). After calculating between
subset similarities, we ran the coupled clustealggrithm on each pair of subsets.

4.4.2.2 Qualitative Overview of the Results

Appendix B contains a detailed sample of coupledtelring results, with number of clustérs 16,
including four religion pairs: Buddhism—ChristignitChristianity—Hinduism, Hinduism—Islam and
Islam—Judaism. The coupled keyword clusters adered by their average similarity in descending
order. The poorly clustered elements — those énl#f' cluster with the lowest average similarity —

are not shown. We have attached intuitive tittesdch cluster for readability and orientation.

The following post-hoc thematic analysis combinaseful examination of the results described in
this section and some background reading (partigutamart, 1989; see discussion in Section 4.5).
The obtained clusters (and additional results #rat not shown concerning other religion pairs)

appear to reflect consistently several themesstiate commonalities across the different subsets:

OThe religious experience:
This theme incorporates, for instance, terms rigfgrto spiritual and mental conditions that

lead to, or are the result of, the search for gtigious message or religious belief.

OTheology and philosophy:
This covers several aspects such as ethics and loisec principles to be followed. Two
notable subtopics that are typically expressedutjinaistinct clusters: qualities and attributes
that are admired, usually related to the natur¢hefdivine and, in contrast, the issues of
sorrow, suffering, sin and punishment, usually exjd with terms referring to the reward

promised to those who do not violate the religivay.

OlInstitutional organizations:
This topic covers the various schools and tradétiedthin the religion and, sometimes, the
history of their development. It includes, for tasce, terms referring to various types of
priests serving at the particular religion. lterfinvolves names of places, where the various

traditions have been originated, or are currentcficed.

OPractice and custom:
This topic includes ritual aspects of the religifor, instance, terms referring to dietary rules,

pilgrimage, holy places and festivals.
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OThe scriptures:

In addition to the names of holy writings, there awo notable sub-themes: terms referring to
teaching and scholarship and terms related to mgtits narratives. The latter sub-theme

often involves names of figures and places thateleded with the narratives.

Furthermore, keyword coupled clusters are a vatuablrce for additional specific analyses of varied

sorts. We shall exemplify this here only briefly:

We

Religion founders. The names of the central figures of each religiwa often clustered
together within the same coupled-cluster. Whenestmh a cluster is not focused on other
personal names, the cluster's terms often convayipent attributes of the central figure, thus
provide in some sense the key to the whole religidthe ideal attribute it adopts. Examples are
being practice andteachingwith regard to Buddhdelieving faith, love regarding Jesus Christ

andmessengeprophet Quranregarding Mohamed.

Family relations. Family related terms family, wife, husband marriage mother sister,
brother, daughter child (excludingfatherandson which often convey additional meaning) — are
distributed differently over clusters, in differgmdirs of religions. Islam plays a pivotal roletwi
relation to these terms. Clustering Islam termaira those of Christianity and Judaism, the
family terms are concentrated within a single cedptluster. This provides a hint regarding the
central part of family issues in the Islam, whers iviewed in light of the other western religions
where comparable aspects are present (in contasparing Christianity and Judaism with one
another, the same terms are distributed among diftarent couple clusters). When Islam is
compared to Buddhism, the family-related termsdiveded among varied contexts: “personal
relationships” énemy fight, meet responsibility ...), “sin and prohibitions” forbid, kill, pain,
punishment...), “figures in narratives”Abraham Ishmae) Moses caliph, tribe, ...).

provide further qualitative evaluation of moesults concerning comparison of religions in the

following subsections.

4.4.2.3 Expert Data Used for Evaluation

As the previous section explicates, our empiricgbeeiments have been concentrated on the

comparative study of religions. In fact, the esiste of such a discipline and its presumed potentia

as a source for external standards was an ingiasan for applying our framework for religion

comparison. The different religions are non-tilyiaelated to one another. Thus, religions seem t

be liable to varied types of analysis and viewst timight underlie interesting correspondences

between them. Our working hypothesis is that apoeding aspects of distinct religions would be

expressed through common features, i.e. commorlsedhcontent words, implying close, or related,
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meaning. However, from the data contributed byetkgerts it also becomes apparent that there is no
precise definition or consensual agreement wittanetgo the aspects of correspondence and the

particular terms capturing them.

We have asked human subjects, whose academic dfelekpertise is the comparative study of
religions, to perform manually the coupled clustgriask in the following manner. The experts have
been asked to explicate the most prominent equivaspects common to given pairs of religions.
(To convey a broad notion of equivalency, we haagtuded the following phrase in the instructions:
“... features and aspects that amailar, or resembling or parallel, or equivalent or analogousn the
two religions under examination...”; see AppendixdC the full instructions). Then, the experts have
been requested to specify representative termgliaahcteristically address each one of the idedtif
similar aspects, within the content world of theotwompared religions. The resulting pairs of
corresponding sets, atasses of terms, each of which addressing one aspestnoifarity between
two compared religions, form our external standaaklass configuratior(see Section 3.3). Such a

configuration is used for evaluating our resultgareling the particular religion pair to which ifees.

The task of explicating keywords, dissociated franmy wider context, was new and somewhat
unusual to our experts. We have made efforts moadd on top of that any bias that further
restrictions might cause. We have provided onlygloguidelines regarding the number or content of
equivalent aspects (i.e. expert classes), anduhwer and identity of terms that are associatet wit
each aspect within each religion (i.e. the sizéhefcoupled clusters; see Appendix C). We have not

set limits to the number of equivalent aspects witlich any word can be associated.

We have got responses from four people that hasenaglished the task — two graduate students and
two university professors, from Finland, Israel aNéw Zealand. Perhaps due to the pretty
permissive guidelines, we could not use some pditise contributed data. There were several terms
that did not occur, or occurred rarely (i.e. ld=nt40 times in the relevant corpus), in our capaok
particular contribution, by one of the four expetentained too few prevalent terms and thus has
been discarded altogether, so we have been ldfttiagt expert class configurations contributed ey th
three remaining experts. One of the experts hagiged comparisons between all 10 possible pairs
of the five religions. Another expert has providld following comparisons: Buddhism-Christianity
Buddhism-Hinduism, Christianity-Islam and ChrisitggHinduism. The third expert has provided

the three possible comparisons among Christialsitgm and Judaism.

The data in use still included phrases conveyirgasdthat were far too composite than what we
expected from key terms (e.g., the phrasg-admiring-something-that-belongs-to-someone}else

Most phrases of this type were excluded. With reéga few of them we made some editorial
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interpretations. For example (one of the mosteswe cases): identifying the single expert phrase
obeying-God-and-not-mentioning-his-name-withoutasonwith co-locations of the ternabeyand
God Extensive work has been required also for oduiting tasks, such as identifying alternating
spellings. In total, we discarded from the exmiasses about 50 (10%) of the terms contributed by
the three experts, so that a total of 448 termsewat to be used in the evaluation. The detailed

expert data is described further in Appendix C.

As noted, the field of comparative study of religgodoes not lend itself to an absolute measure for
assessing keyword-grouping results, through theexpcontribution. Accordingly, our external
standard cannot be regarded as conveying a definddemic directive. Nevertheless, we suppose
that our appliance to domain experts have yieldgd that is both more reliable and richer than what
could have been collected from, say, “educated huso@jects”. Note that even for experts the task
of identifying corresponding themes in religiondrigrinsically subjective, most likely because thei
skills do not underlie clear-cut criteria. Thetfdtat we have used data from three participaiasval

us to provide some notion of the maximal level @fgision that we can, in principle, get.

4.4.2.4 Examples of Expert Data versus Coupled Clustering Output

Table 4.2 shows concrete examples for our resmlt€omparison to the expert data used for
evaluation. The top of the table (A) displays acdific coupled class configuration contributed Img o

of the experts, pertaining to Christianity to Hirgln. The expert configuration is followed by the
output of our method. The next two configuratioims,(B) and (C), have been produced by our
coupled clustering algorithm, making use of the tiplitative H* and additiveH? cost functions
respectively. Although the expert configuratiomsists of five clusters, the most convincingly
interpretable results, shown in the table have bebtained with eight clusters. The table
demonstrates that reconstruction of the expertigordtion follows, in several cases, the right
direction, but it is still imperfect. There areveeal expert classes — e.g., the one titled “migstit —

for which no trace is found in the various compizet outputs. On the other hand, computerized
configurations display some level of topical colmees unrelated with the expert clusters, for
example, the cluster that we have titlegligious experiencan Table 4.2 (B), referring to the
multiplicative function performance. The “one-t@ny” coupled-clusters produced by the additive
cost function (C) do reveal, as well, some inténgsthemes: symbols, doctrine, theological prineipl
and so on. The themes captured, however, are alahded well over the two religions and
consequently do not overlap well with the expesfsses, even in cases where there is some thematic
correspondence. For comparison with standardesisefl clustering, we used the 1B method reviewed
in the next chapter (Section 5.2). The standaudteting results in Table 4.2 (D), place all Hirshi

terms in one cluster, which disallow the detecttdbany correspondence between the two religions.
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Table 4.2 Examples of the expert data and coupled clugiegsaults.

(A) Expert class configuration The class configuration, comparing ChristianityHioduism, contributed by
expert |. The titles are those given by the expert.

Christianity

I Hinduism

1. Scriptures

new_testament old_testament apostle bible john
luke matthew paul revelation

Gita mahabharata upanishad vedas

2. Beliefs and Ideas

jesus_christ love_of_god devil god cross
fish heaven  hell resurrection trinity

holy_people trimurti moksha atman
brahman reincarnation

3. Society and Politics

catholic church minister monk
rome vatican

priest protestant

brahmin caste sadhu

4. Establishments

bishop cardinal church pope priest

caste gift pfe st temple

5. Mysticism

eucharist crucifixion love miracle saint suffer

| ashram chakra darshan guru yoga

(B) Multiplicative cost function: Eight-cluster configuration produced by our prognaith the multiplicative
function (the best score was obtained for thistetdister configuration, although the expert spedifive classes).
The eighth cluster, of lowest average intra-clusterilarity, is omitted from the multiplicative colinction results.

The remaining seven clusters are shown in fulle figsults are shown in full, including terms nadiby the expert.

(Cluster titles are by the author).

Christianity | Hinduism

(1. religious experience)
being believing child death earth faith father being child death fami ly find god
find god? hear holy jesus love ®* man people human man people soul
prayer problem sin soul spirit suffer ° word

(2. writings—1)
america bible *  book church ** T ancient art author book christian country history
evangelical history religious rome® | india language philosophy question religion
theology tradition write religious sacred sanskrit school science shri

south study  temple * tradition vedas ! west write

(theology)
divinity doctrinal experience human animal attain brahman consciousness dharma
moral relationship religion discipline divinity existence experience fait h
spiritual freedom idea karma law liberation practice ritual
sense shiva social society spirit spirituality
teach universe word yoga ®
(writings—2)
author chapter greek hebrew luke * T epic gita * hymn literature mahabharata *
matthew * new _testament ' old_testament ! | purana ramayana rigveda scripture story sutra
passage revelation ! scripture study text teaching text upanishad ! writing
theory translate writer writing
(doctrine / schools)
ancient baptist bishop * catholic ° Jaryan  authority brahmin °  buddhism
constantinople convert council establish foun d | caste ** civilization doctrine found
german jew luther organization orthodox pope* | founder jain muslim scholar shaiva
protestant 2 university vatican 3 west

(tradition / cutoms)

christmas city disciple family friend ashram ® ceremony dance festival ganesh gift *
home house jerusalem learn meet member holy krishna learn meditation pilgrimage
minister 3 ministry school service sunday prayer priest puja rama sadhu® son star
woman worship student teacher

(narratives)
abraham angel apostle ' authority baptism baptize believer birth birth devotee
bless blood command confess devil 2 eat eye face faithful fire flesh earth guru®
forgiveness gift gospel grant heaven 2 hell holy_  spirit israel heaven mother
jesus_christ 2 john ! judgment kingdom law listen mankind moses m other person sacrifice
paul 1 pay peace preach prophet punishment question redem ption refer
repentance resurrection reward righteousness sabbath sacrifice
saint ° sake salvation savior sinful sinner teach voice wa ter win
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Table 4.2 (cont.): Examples of the expert datac@ngpled clustering results

(C) Additive cost function: Eight-cluster configuration produced by our prognaith theadditive function. All
clusters are displayd, but terms not used by tipertare shown only in the cases they are the amdg in their cell.
Expert terms are in bold font. Superscripts ingoaxpert class number. (Cluster titles are byathifor).

Christianity | Hinduism
(1. spirituality)
spiritual | guru ® yoga®
(2. religious )
religious | ashram ® brahmin ° caste ** priest ** temple *
(3. personal experience)
apostle ' bible * devil god® hell “ jesus_christ  “ john '] Person
love ° love of god 2 paul ! resurrection  ? suffer °
(4. history — writings)
history | gita ! mahabharata 'upanishad !vedas '

(5. establishments)

church * minister ° saint ° | Devotee
(6. symbols)
cross ° fish 2 heaven? miracle ° | Heaven
(7. doctrine)
bishop * cardinal * catholic 3 crucifixon ° eucharist doctrine
luke ! matthew * monk® new_testament old_testament
pope’ priest 3* protestant ° revelation ! rome?® vatican 3

(8. theological principles)

5 glft Z
sadhu ® trimurti

chakra > darshan * holy_people

trinity ~ ? atman® brahman ,

moksha? reincarnation

(D) Single set clustering Eight-cluster configuration produced by a standdudtering method (the information
bottleneck iterative algorithm, producing soft ¢ars (Section 5.2); each term is assigned intmdst probable
cluster). The Hinduism terms were all assignednia cluster, so only Christianinity terms are shokemplifying
terms not used by the experts are shown only ic&lses where there have been no expert termsiirckhster.
Expert terms are in bold font. Superscripts indi@tpert class number. (Cluster titles are byatithor).

Christianity | Hinduism

(1. establishment-A)

3

vatican ° pope” cardinal rome® bishop * catholic ° protestant

"

(2. customs/<general for Hinduism> )

trade pilgrimage . .
[All Hinduism terms were

assigned to cluster 2]

(3. spirituality)

holy_spirit holy reign spirit |

(4. establishment-B)
° |

church * monk® eucharist
matthew * |

(5. writings/figures)
(6. doctrine)

luke *
postmodern theology luther ethic tradit ion

religious religion founder

evangelical

(7. <general>)

apostle T Dbible ' devil god® hell * jesus_christ john love
love_of god 2 paul ! resurrecton > suffer ° minister * saint ° cross 2
fish 2 heaven? miracle ° crucifixion > priest ** revelation ! trinity 2

4

4 T 5

(8. sacred writings)

new_testament *

old_testament

T
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4.4.2.5 Quantification of the Overlap with the Expert Data

We employed the Jaccard coefficient to quantify ¢leerlap between our output clusters and the
classes provided by the experts. We used theoversi Jaccard coefficient that is specifically
adapted to the coupled clustering task, considesitly cross-dataset element pails{CARDPROB

CP; see Chapter 3, Subsection 3.3.2.2). In ordésyt@ommon grounds for measuring the overlap,
we eliminated from our clusters those terms thaewmt used by the expert. Note that the data was
clustered in full, so that the terms not used lyy e¢lxpert were deleted from the outcormatter the
clustering process was completed. This procediffersl from the one used by Marx et al. (2002),
where the clustering algorithm was applied to phrtiatasets that included only expert's terms.
Considering the noisy impact of those many itenad #re not in the target classes (about 400 items
per couple of full datasets, compared to an avecdd®! expert items used in each evaluation), the

current procedure demonstrates a higher degresbakiness.

We compared coupled clustering results obtainedh wie multiplicative cost functiott® to the
additive functionH?, as well as to random assignments and to theettugroduced by standard
clustering method — thimformation bottleneclterative algorithm (Tishby, Pereira & Bialek, 299
reviewed in Chapter 5, Section 5.2) — applied te tmion of the two coupled subsets. The
information bottleneck method produces soft prolghn clustering, i.e., it assigns each element to
all clusters with probabilistic assignment valubattsum up tdl. We turned these probabilistic
assignments into hard ones, by considering eachegieas if it is assigned into its most probable
cluster. The original soft IB clusters can be satdd through the methods we use as well, but in

general, they score somewhat worse than the hastbne

Figure 4.4 displays the results for all 17 evalrattases examined. High Jaccard coefficient values
imply high degree of overlap with the expert classeThe number of clusters indicated by each
expert, which is denoted in the figure by a dottedical line, does not perfectly predict the numbe
of clusters that actually obtain the highest scerejt cannot be assumed known in advance. We
rather examine output configurations with numbefs ctusters that vary over a reasonable
predetermined range: two to 16 clusters. Averamed all shown cluster numbers across all religion
pair cases, the differences between the methodsalarstatistically significant, except for the
difference between the additive cost function amel $tandard single-set clustering. Particularly,
Figure 4.4 exhibits the superiority of the multijaliive cost in the vast majority of cases, over the
whole cluster number range. In some cases, addlhoto the highest scoring configuration, there
are local picks (maxima) along the result graphjdating that there is more than one meaningful

interpretation to the data, corresponding to deffeédevels of detail.
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Expert I: i vs. Christianity Expert I: Buddhism vs. Hinduism Expert I: Buddhism vs. Islam
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Figure 4.4 The religion keyword coupled-clustering results leated relatively to the expert
classes. Jaccard scores are shown for clustereramange from two to 16, for all 17 cases: ten by
expert I, four by expert Il and three by expert IThe methods in use: coupled clustering with the
multiplicative and additive cost functions, and tanglard clustering method (information

bottleneck). Scores of random assignments arershswvell.

In most cases, the additive-cost and standardecingt Jaccard scores shown in Figure 4.4 lie below
the corresponding random-assignment scores. Tdsomeis that the version of Jaccard coefficient
used here considers only cross-dataset elemers (@lirapter 3, Subsection 3.3.2.2). The additive
cost function tends to form “one-to-many” couplddsters, i.e., clusters that contain only one, or
very few, elements from one of the datasets (foexample, see Table 4.2 (C)Standard clustering,

as well, tends to follow within-dataset regulastiexducing similarly imbalanced clusters.
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4.4.2.6 Agreement between the Experts

Expert I11/1: Christianity vs. Islam Expert Ill/I: Islam vs. Judaism Expert Il/1: i vs. Christianity
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Figure 4.5 The religion keyword coupled-clustering resultslesged on partial sets of terms: those
used by two experts for the same cross religionpasigon. The Jaccard scores of the 10 cases are
shown for all cluster numbers from two to 16, thceenmon to experts | and Il, three common to
experts | and Il and one common to experts Il 8hd For comparison, we show the level of
agreement between the experts, i.e., the Jaccamg sach expert configuration achieves in

approximating the classes provided by the otheegtxp

In this subsection, we quantify the subjectivitydkthat can be ascribed to the evaluation criteito
use and we examine the portion of our results coatgb@ with the limits set by this subjectivity léve
There was one religion pair (Christianity/Islam)wbich all three experts generated evaluation data
independently and five additional religion pairsvtbhich two experts generated data independently
(Buddhism/Christianity, Buddhism/Hinduism and Chiasity/Hinduism by expert | and II;
Christianity/Judaism and Islam/Judaism by expegdsd Ill). Together, evaluating data of an expert
against data regarding the same religion pair dmrtted by another expert gave a total of 16
evaluation cross-expert evaluation cases: ten casetting from the religion pairs addressed by two
experts and six cases from the pair addressed Ibgxpérts, as this religion pair was actually
addressed by three pairs of experts. Note thét egoert pair was judged twice, taking one expert a

a gold standard and the other expert as the ong legaluated.

Evaluating expert data through comparing it to ddtanother expert measures cross-expert overlap
over the set of terms used in common by both egpéhnus such evaluation results provide an
indication for the level of agreement between tkpeets. Figure 4.5 displays the Jaccard scores

indicating these cross-expert agreement levelsefmh pair of religions, along with the results
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obtained by our method on the same small sets mivtanly used terms. In order to set common

grounds to our results with cross-expert agreensdtdr the clusters were formed the terms not used
by either expert were discarded from our clusters, so tatérm sets left are much smaller than the
ones used for evaluation in the previous subsectitime figure shows that our results approach the
cross-expert agreement level in some of the cabBesvever, the averaged results in table 4.4 show
that even the best clustering results for each ¢eser the range of number of clusters) are

significantly inferior to the agreement betweenertp In the next chapter, these results would be

significantly improved.

Table 4.4 Quantitative measures for cross-expert agreemapiiained through applying the

evaluation methods to expert-classes using anetk@ert class configuration as a criterion. For
comparison, we show mean scores of our results mepect to the 16 corresponding religion
comparison cases, to which an additional expertrbfesred. The evaluation is restricted to the

items common to both experts. In parenthesesawbeage over the best score of each case.

Jaccard Coefficient

Means+ standard deviation®r cross-expert agreement quantitative assessment

Cross-expert Agreement 0.450+0.249

Means+ standard deviationsver the 16 cross-expert scores averagéoest )over all examined numbers of clusters 2-16
Multiplicative Cost 0.237+0.101 (0.344+0.114)
Difference: Expert Multiplicative 0.214+0.194 (0.106x0.193)

4.5 Discussion

In this chapter we have formalized and implementieel coupled clustering problem that was
introduced in general terms in the previous chapthkrstering two pre-given element subsets to
matching parts so that each matched pair formsupled cluster. Formalization of the task took
place in the familiar pairwise cost-based data tehirsg framework (Subsection 4.2.2). The
implementation has used the stochastic Gibbs Sangglarch method (Subsection 4.2.4). The
requirement of matching the formed subset partsbie@sn realized through restricting the pairwise

clustering setting to only those similarities betwenembers of distinct subsets (Subsection 4.2.1).

The results demonstrate that our approach addrédsseupled clustering task fairly well, not only
with respect to tailored synthetic task (SectioB)4but also for tackling an interesting real-world
problem (Section 4.4). Neither standard clustetaghniques nor simplistic approach, such as the

one suggested by the straightforward additive figsttion (Eq. 4.11), address the examined task as
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well as the solution dedicatedly designed for ttebfem, namely the multiplicative cost function (Eq
4.14).

The expertise of the individuals that participaitedreating our evaluation criteria did not complgt
eliminate the subjectivity inherent to the taskidgntifying and matching terms related with various
religions. Given the inherently subjective taskd aihe lack of clear-cut criteria for matching
equivalent terms or themes within the studied da&afind the results encouraging and inherently not

too far from the level of agreement among the esper

Yet, several aspects in the method that we havedated seem as non-negligible limitations. There
is a source of information, the between-subsetlaiities, which are not utilized at all. Shouldyh
really play no role in the formed correspondendsvben systems aligned with respect to each other?
Another point to note is that the conversion frofaneent-feature data to pairwise similarities

(through methods as the ones described in Subsettia?) implies additional loss of information.

In the next chapter of this work, we introduce &eotmethod that generalizes the coupled clustering

setting across several aspects and, in additiaireases the points we have mentioned.
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Chapter 5: Cross-partition Clustering

In this chapter, we move on from the elementariirgpbf the coupled-clustering approach described
in the previous chapter to a more general apprdacimedcross-partition(CP) clustering. Section
5.1 below details the differences between couplestering and the CP framework. After a detailed
review in Section 5.2 of methods grounding our apph, Section 5.3 introduces the CP method. The
method is demonstrated experimentally in Sectigh &d is discussed further in the concluding
Section 5.5.

5.1 Cross Partition versus Coupled Clustering

The CP setting generalizes some aspects of thdepnolbeated by the coupled-clustering method.

The aspects by which cross-partition clusterinfedsffrom the coupled-clustering method are:

- Cross-partition clustering is in general “soft”. data element can be assigned to several
clusters, in varying assignment levels, at the same. Specifically, the assignments are
probabilistic, i.e., the assignment levels of aiveg element associating it with all clusters dre a

non-negative and sum up to 1 (see Chapter 2, Stidrs&cl.2.2).

- The coupled-clustering framework models analoghesugh producing clusters that contain
elements of two distinct subsets of the data. Heweother than the convention of thinking
about analogies as involving two systems, thermigherent reason for restricting the setting to
two subsets. The cross-partition clustering sgt@fiows pre-given partitioning of the data
element set to more than two subsets, across witdnlespondencesre to be drawn (talking

about ‘correspondence’ might seem more approptfiaie ‘analogy’ for this generalized setting).

- Formally, the cross-partition approach allows alsoft’ pre-partitions: elements can be
probabilistically assigned to some or all of the-given subsets (which should not be confused
with probabilistic assignments to clusters). Owpezimental work, however, was restricted to

the hard pre-partition setting.

- Another characteristic attribute of the coupledstduing framework is that it assumes given
pairwise similarity values that apply to pairs téments of the two pre-given subsets. While in
principle data might happen to be readily availablthis form, our practical experience was with
data consisting of co-occurrence counts of dataehts with features. Co-occurrence counts can
provide basis for calculating pairwise similaritisge Chapter 2, Subsection 2.1.3.4 and Chapter

4, Subsection 4.1.2), but they can be utilized atswe directly. The cross-partition clustering
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setting processes element-feature count distribsitrather than pairwise similarities. Thus the
mediating stage of computing similarities, whichcegsarily implies loss of information, is

avoided.

- One last noticeable aspect of the coupled clugientethod is that it ignores the whole
collection of within-subset similarities altogetherThe cross-partition method tackles the

neutralization of within-subset regularities in ana principled manner.

5.2 Background: Information Theoretic Approaches

The CP method takes an information-theoretic ambrda data clustering, which is related with the
“communicative” aspect of data clustering (see @draj2, Subsection 2.1.1). Particularly, we
elaborate on thnformation bottlenecklata clustering method (IB, Tishby, Pereira & Bial1999;
Gilad-Bachrach, Navot & Tishby, 2003) and on anlieawvariation on the same distributional-
clustering theme (Pereira, Tishby & Lee, 1993),alhihas been recently studied further under the

namelnformation Distortionclustering (ID, Gedeon, Parker & Dimitrov, 2003).

In Section 5.2.1, we discuss the ID method, whickaken as the basis for our elaboration, with an
emphasis on the role of the maximum entropy priec{paynes, 1982) in this method. As the two
methods are tightly related, some results obtagrggnally with regard to the IB method are cited a
well. In Section 5.2.2, we refer more specificaity the IB method, which underlies additional
variants of our CP algorithm. Both methods aredieed as aiming at minimization problems (rather
than constrained minimization or other types ofirojgation). One further development around the
IB theme, directly relevant to the CP task, is thethod ofinformation bottleneck with side

information(IB-SI, Tishby & Chechik, 2003), reviewed in Secti5.2.3.

5.2.1 The Information Distortion Method

The ID method was introduced, under the nalis¢ributional clustering by Pereira, Tishby & Lee
(1993) and has recently been studied further byeGedParker & Dimitrov (2003).

5.2.1.1 Input and Output

As a probabilistic clustering method (see ChapteS@bsection 2.1.4.6), the ID method employs
formal random variableX, Y andC with values ranging over all data elements, festiand cluster
labels, respectively. The relative frequempgy) of each data elemertto occur in the given dataset
and the conditional probabilitiggy[x) of each featurg to occur in association with each element
are given as input. Based on this input, the IRhoe outputs a probability distributiqe{c|x) over
the clusters for each elemeat This distribution defineg's “assignment level” or “association level”

with each clustec. In addition, the ID method constructs conditigp@bability distributionsp(y|c),
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over all features for every cluster The p(y|c) distributions can be considered as supplementary
output, specifying a representative for each clustea centroid in the feature space (Subsection
2.1.4.4).

5.2.1.2 Underlying Principles and Formulation

The ID method designates the relevance featurabeasole basis for directing the formation of
clusters: clusters are formed so that they aoptimally informative with regard to the feature
distribution In order to determine the assignments of dameits into the formed clusters, the ID

method applies also the maximum entropy principég/ies, 1982) constrained by the first direction.

Many optimization problems (including data clusteri see Chapter 2, Subsection 2.1.4.2) are
formulated so that they are solvable through misatidon of acost termor alLyapunov function
(often, the minimum practically obtained is lodabplying sub-optimal solution). The ID method, as
well, accomplishes the counterbalance between wlee gbove principles, feature relevance and

maximum entropy, through minimizing a single cestt —the ID functional
FP = —H(CIX) + BH(YIC). (5.1)

[>0is a parameter counterbalancing the relative impfthe two principles.H(C|X) is theentropy

of cluster distribution conditioned on the disttilbn of data elements
H(CIX) = —2cxp(cX) logp(clx) = —2.p(x) 2cp(clX) logp(clx), (5.2)

wherex andc range over all possible values of the variab{eandC, i.e., the sum runs over all

cluster-element combinationgf(Y|C) is defined as

HYIC) = —Xcxp(cX) Xyp(y) logp(ylc) = —X.p(X) Xcp(clx) X, p(yix) logp(ylc) . (5.3)

The conditional entropii(C|X) is the expected length of a transmission, comnatimig thatC has
the valuec under the assumption that the valueXofs known to bex. It quantifies the overall
information that the data variab} leaves unexplained with regard to the clusteraldeC, or in
other words, the level of uncertainty regardingstdu distribution knowing the data distributiongse
Thomas & Cover, 1991, p. 20) Following the maximum entropy principle, the bo# the 1D
method is to maximize this uncertainty expresseti{3{X) (subject to the constraint). Accordingly,

the ID method seeks tainimizethe F"° term, which counterbalancesnusH(C|X) againstd(Y|C).

Y In general, the definition in Eq. (5.3) employs®2 logarithm. However, as a change in the ldyarbase
adds a constant to the conditional entropy androtiated values, we prefer to use throughoutchépter the

natural log, which somewhat simplifies mathematasivations.
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The A(Y|C) term introduces the constraint of forming clustéxat are informative with regard to the
features H(Y|C)=0, for instance, implies that the clusters completdetermine the feature
distribution). It incorporates an expected valdepfy|c) distributions, averaged over the feature

distributionp(y}x) relatively to each data elemeat

The ID method follows one further assumption that term hereghe ID conditional independence
assumption(also known as thenarkovity assumptignGilad-Bachrach, Navot & Tishby, 2003),
stating that clusters and features are assumegéndent given the data:
pcyk) = p(clx) pykx) (5.4)

for eachx, c andy. (Equivalently, one may require that clusters faadures would share zero mutual
information given the datd(C;Y |X) =0.2) Taking the expected value over xlbf both sides of Eq.
5.4, we get

p(c.y) = 2P P(C,YIX) = 2 p(X) p(c]X) P(YIX) - (5.5)

It follows that under the conditional independeassumptionf(Y|C) is exactly equal to the entropy

H(Y|C) of feature distribution conditioned on the cluster
H(YIC) = —2cyp(cy) logp(ylc) = (5.6)

= ey (Zxp(¥) P(cl) pyX)) logp(yle) = H(YIC),

wherec andy range over all possible values of the varialfleand, i.e., the sum runs over all
cluster-feature combinations. Therefore, if thdejpendence assumption holds (which turns to be the

case, as shown in the next subsection), we cariteswit (Eq. 5.1) as
L® = - H(CIX) + BH(YIC). (5.7)

In conclusion, given that the independence asswmpt satisfied, the ID method maintains a
counterbalance between maximizikgC|X), to keep high uncertainty level regarding assigmnsie

into clusters, and minimizing(Y|C). H(Y|C) measures the uncertainty about the feature disiwip

2 The explicit formula for the equivalent form otkonditional independence assumption is:

C,Y|X
(©Y) = TPy ple.yllog_ BES 8 =
If for all ¢, x andy p(c,y|x) = p(c|X) p(y|X) (% 0) then the arguments of all log terms in the suenegqual tdl and
hencel (C;Y|X) =0. Suppose now(C;Y|X) =0. Mutual information amounts to a sumKif divergences, each
of which is non-negative and is equal to zero ifl amly if its arguments are identical distributiof@over &

Thomas, 1991 p. 19), i.g(c,y|x) = p(c|x) p(y|x) for all ¢, x andy.

72



left after revealing cluster distribution and, #fere, minimizingH(Y|C) realizes the principle with

which this subsection opens: clusters are expdotdme informative about feature distribution. As
explained, the ID method follows this principle tragedly: minimizing F° indeed decreases the
above uncertainty so that formed clusters are inévive with regard to the feature distribution, but

only up to the level enabled by the maximum-entrdipgcted element assignments.

5.2.1.3 The ID Algorithm

The iterative ID algorithm was originally introdutey Pereira, Tishby & Lee (1993). The algorithm
consists of two steps that update fie[x) and p(y|c) distributions, each in its turn, so that they
accomplish the weighed balance between minimizH{|C) and maximizingH(C|X), through

consistent decrease of thE value.

Set t=0, and repeatedly iterate the two update-steps garpibelow, till convergence (at time step

t =0 initialize p(ck) randomly or arbitrarilyand skip step ID1):

. _ 1 paleomlpatyio)]
ID1: clx = —e
k) 2 (% B)
where z(x8 = 3 Ie—mL[p(yIX)le-l(ylt:')]
1
ID2:  p(ylc) = 5 (C)Z P(X) p,(c|X)p(y|X)

where p(c) = ZX P(X) p,(c|X)

t = t+1

Figure 5.1 The iterative ID clustering algorithm (with fixg€l and|C]).

At the starting iterative cycle, wherr O, the ID1 step just initializes thgc|x) distributions randomly
or arbitrarily. At all later cycles (with >0), step ID1 updates alp(c|x) values leavingp(y|c)
unchanged, so that the valueFf (Eq. 5.1) decreases as the following lemma showse second
part of this lemma affirms that step ID2, which aps thep(ylc) values leavingp(clx) fixed,

decreases the value P as well.
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Lemma 5.1:
(A) At any iterative cycle with > 0, update step ID1 decreases the valugbby

AFPY = B pOIKL[prea(eh) (e - (5.8)
(B) Update step ID2 decreases the valug'dby

AFP% = BYpOKLIP(YIO)Pa(yIo)] - (5.9)
Proof. see Appendix D (the proof of part (A) is origindB) follows Gilad-Bachrach, Navot &
Tishby, 2003))

Note that step ID2 affects only one of the comptmenF'®, namelyH(Y|C), as the other component
of F°, H(C|X), does not depend op(ylc). Step ID2 imposes the conditional independence
assumption (Eq. 5.5). Therefore, at the end offi @&cative cycle also the alternative formulatifn

F® (Eq. 5.7) is guaranteed to decrease (ID1 is ostyi@d to decrease the valuertt as given in

Eg. 5.1, as the independence assumption does i)t ho

Lemma 5.2 (following Tishby, Pereira & Bialek, 1999)Stable points of the ID algorithm (i.e.,
probability distributionghat remain unchanged under the update stepsasp.ic|x) = p(c[x) and
Pr(Yc) = pi(ylc) for all ¢, x andy) are local extremum points &&° (Eq. 5.1).

Proof. see Appendix D

Conclusion: The ID algorithm converges to a local minimunF8t (unless initialized to an extremal

point of a different type).

Proof. From lemma 5.1, the value B’ decreases in each iterative cycle of the ID algori(with
t>0) by a non-negative quantityF'®, = AF°Y + A4F°%. As —H(C|X) = -H(C) = -log|C| and
BH(Y|C) =0, the value ofF® is bounded from below and the algorithm convergesa locally
minimal value (unless initialized to a stable vatbat is not minimal). From Lemma 5.2 it follows
that those probability distributionp(c]x) for eachx andp(ylc) for eachc, assigning td="® its stable
value at the ID algorithm convergence pdidefine an extremal, hence (locally) minimal, paifit
F°.

The ID algorithm is a version of tHemeans scheme described in Chapter 2 (Subsectioh.f).

Step ID1 assigns each element to each clusterojpopiion to their similarity in the feature space a

% Gilad-Bachrach, Navot & Tishby (2003) show thagsweming the number of local minima is finite, the
convergence is onto particular definite limit distitions (otherwise, it could have been the cas¢ the

sequence of distributions assigning the convergatgience of values E° do not converge).

74



calculated in the previous update cycle. More oetety, each assignmemi(clX) is in inverse

proportion to theKL divergence between the feature vector representatf x (p(yjx)) and the

centroid ofc as calculated in the last iterative cycfg{(y|lc)). TheKL divergence is not an arbitrary
dissimilarity measure, even though the genkiraleans scheme allows such arbitrariness. Ratier, t
KL divergence emerges from the ID cost term, so ith& particularly tailored to address the
considerations underlying this cost. Step ID2 wpslahep(y|c) distributions so that they satisfy the
conditional independence assumption and they areistent with the input and the recently

calculatedy(c|x) distributions.

5.2.1.4 Controlling the Number of Clusters by Modifying the Value of S

The value of the parametg@rgoverns the tendency of the re-assignments peeiy step ID1 to be
probabilistic or deterministic. Witj#= 0, implying that only theH(C|X) part of F® is articulated,
assignments of each elemento all clustersc are in equal probability (so all clusters are actf
identical) as the unconstrained maximum entropgqipie entails. For largefvalues, assignments
turn more discriminative. In the limit ¢f —» o, each element is assigned, with probability lato
distinct singleton (assuming the number of clugtefss allowed to be as large as the number of data

elementgX| and unless there are elements with identical featpresentations).

In between the above two extreme cases of zerdrdimity, the value off dictates the number of
distinct clusters that can be formed in a mannsembling thermodynamics of physical systems,
where S takes a role that is opposite to that of tempegaturhe higheg is, i.e., the stronger is the
bias to construct clusters that convey detailedrinftion regarding feature distribution, a larger
number of distinct clusters is enabled. Specificdbr any given number of clustel§|=2, 3, ...,
there is a minimals value enabling the formation (3| distinct clusters. Settingto be smaller than
this critical value corresponding to the curr@jt would result in two or more duplications of the
same cluster. Onggis raised just above the critical value, the sataster would not duplicate any
more: it splits, obifurcates to two distinct clusters due to the stronger eagphon the requirement

to convey feature information.

Based on the above dynamics, the iterative algaridan be applied repeatedly within a gradual
cooling-like, ordeterministic annealingscheme: starting with random initialization o€ {by(c|x)'s,
generate two clusters, to be discovered empiricalith the critical3 value for|C|=2. Then, use a
perturbation on the obtained two-cluster configoratto initialize thepy(c|x)'s for a larger set of
clusters and execute additional runs of the algorito identify the critica)g value for the large|C].
And so on: each output configuration is used asasisbfor a more granular one. In our actual

experiments, we always split one cluster — theesirgone (of highesp(c)) — so each output
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configuration includes one cluster more than iedpcessor. The final outcome is a “soft hierarchy”

of probabilistic clusters.

5.2.2 The Information Bottleneck Method

The IB method interprets clustering asdistorted representationoptimized for conveying the
meaningful part of the information embodied witlgiren data. In their presentation, Tishby, Pereira
& Bialek (1999) base the IB method on the notionmitual informationrather than the conditional

entropy we use. They define the IB cost term tonémized (theB functiona) as
L® = (C:X) - BI(Y:C). (5.10)

As 1(C:X) = H(C) — H(C|X) andI(Y,C) = H(Y) — H(Y|C), it turns thaf"™® closely resembles the ID cost
termF® (Eq. 5.7). The two terms differ by subtraction@(Y), which is a constant depending 8n
and the data, and by additiontéfC) that is not a constant factor. Note that takiag &£10 as the 1B
cost term presumes an independence assumptiosaiine as in the ID method (Egs. 5.4, 5.5). Gilad-
Bachrach, Navot & Tishby (2003) explicate a Lyapufunction (corresponding to Eq. 5.1) that does

not depend on this assumption.

As the IB and ID cost terms resemble each othen #ie iterative IB algorithm that finds a local

minimum forF™® is similar to the ID algorithm (Figure 5.1):

Set t= (0 and repeatedly iterate the three update-stepaesacg below, till convergence (at time step
t =0 initialize p(ck) randomly or arbitrarilyand skip step ID1):
1 - x
IBL:  p() = P (C)e AL Py P (yic)]

z.(x P)
where z(x,0) = Z . pt_l(c')e‘ﬂ‘L[P(yIX)Hpz-l(ylc')]

IB2:  p(c) = > p()p(c]x)
B3 pol = ptl(c)g p(X) p. (] %) P(y | X)
t = t+1

Figure 5.2 The iterative IB clustering algorithm (with fixeg] and|C]).

There are two differences between the IB algorigmd the ID algorithm. The IB algorithm includes
a separate step for calculatipéc). In the ID algorithm, the same calculation adiutdkes place but
p:(c) has the mere role of a normalization factor. @tier difference is that a prior pfs(c) is added

to the term calculated in update step IB1. We beovacasionally refer to the IB algorithm as a
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priored version of the ID algorithm, and to the ID algbnt as anon-priored version of the IB

algorithm.

Lemma 5.3: The update cycle at time decreases the value of® (Eq. 5.10) by
AP+ AF"®% + AF®%, where

(A) 4F®% = Zup(IKL[pe-a(chlip(c)]
(B) 4F% = KL[p(O)lIp-2(0)] , (5.11)
(C) 4F% = BEPOKLIPYIOP-a(YIc)] -

Proof. Minimizing L'® is equivalent, under the appropriate independessemption (Eq. 5.5), with

minimizing the following term
F® = H(C)-H(CX) + BH(Y[C). (5.12)

(H is as in the definition in Eq. 5.3). It can bewsh that step IB1 decrease$ by 4F"®'; and step
IB-3 decreases it bylF'®3%, following the same argumentation as in Lemma(8)land lemma 5.1
(B), respectively. A proof that step IB2 decrea88sy AF'"®%, which relies on argumentation similar

to that of the proof of lemma 5.1 (B), is given®itad-Bachrach, Navot & Tishby (2003).

Lemma 5.4 (Tishby, Pereira & Bialek, 1999Ftable points of the IB algorithm are locally extal
points of F*® (Eq. 5.10).

Proof. The same idea as in the proof of Lemma 5.2 afjpneved in Appendix D).

From Lemmas 5.3 and 5.4, proof of convergenceheriB algorithm follows, as in the convergence

proof of the ID algorithm (Subsection 5.2.1%3).

5.2.2.1 The IB Method and Information Theory

The IB method draws an illuminative relation betwegata clustering and Claude Shannon's
information theory. Rate-distortion theory (Thong&a€over, 1991, ch. 13) shows that the average of
number of bits needed for conveying a distorteds{§p representatio@ of information X is the
mutual informationl(C;X). (Minimizing this mutual information is equivale with maximizing
H(X|C) =H(X) — I(C;X), which is the number of bits that asaveddue to lossy encoding being
employed, out of théd(X) bits that are needed to repres&Enivith no loss). The complementary

* In the same vein, for any cost termi(C|X) + aH(C) + BH(Y|C) , with positivea andg, there is an algorithm
similar to the IB algorithm minimizing it. The mifidation required in order that the IB algorithnillwvork in
this general case is replacing, in step IB1, therpgm-;(c) with p—;(c)®. Then, Lemma 5.3 holds, with (B)
replaced bylF® = aKL[p(c)||p(c)].
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constraint of the IB method, maximizingC;Y), which is completely equivalent with minimizing
H(Y|C) as done by the ID method, is related with anotbpic in information theory — the channel-
capacity problem (Thomas & Cover, 1991, pp. 190318y combining these two classical problems
into one doubly constrained problem, the IB metlaérprets data clustering as minimizing data

representation size, liable to preserving the fhattis most informative with regard to the feasure

5.2.3 Information Bottleneck with Side Information

Recently, Chechik & Tishby (2003) introduced thetimoe of information bottleneck witlside
information (IB-SI). Their approach emerged from recognizihgt production of relevant clusters
can be facilitated through considering attributéshe data that argrelevant to the patterns to be
revealed, in distinction from the standard releeafeatures. In order to incorporate the effect of
these additional attributes, the IB-SI method idtrees an additional set afrelevance features

represented by a new variabfe

The IB-SI method, like the IB and ID methods, aimsninimizing a cost term. Specifically, the cost

term to be minimized by the IB-SI method is:
L®S" = 1(C;X) - BI(Y';C) + A(YC). (5.13)

This term incorporates the impact of the irrelevafeaturey”™ as if it symmetrically opposes the bias
introduced by the relevance features (represeraegllbyY", rather than by). As in the derivation of

the IB and ID algorithms, an iterative algorithnmdze based on the IB-SI cost term:

Set t=0, and repeatedly iterate the four update-steps segel below, till convergence (at time step

t =0 initialize p(ck) randomly or arbitrarilyand skip step IB-SI1):

IB-SIT: p(c) = b (c)e” KLY PP (y =KL p(y NP1 (yI0)])
. t-1

(,5’)

where zx8 = 3p (C-)e—/z(KL[p(y*|xx|n-1(y*|c'>1—KL[p(y'lx)upl-lwwcn)
' o M

IB-SI2: p(c) = Y p(x¥)p(c]X)

IB-SI3: p(y'le) = ()Zp(x)pt(clx)p(y %)

IB-Sl4: p(y'le) = 0 (C)ZIO(X) p.(c]X)ply” |x)
t = t+1l

Figure 5.3 The IB-SI clustering iterative algorithm (withxéd S8, yand|C)).
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The two lemmas below are the IB-SI equivalentshef ID and IB lemmas (Subsections 5.2.1.3,

5.2.2).

Lemma 5.5: The update cycle at timé subtracts from the value of™® (Eq. 5.13)
AR5 + AF5% + AR5, - AF%%, where

(A) 4P = 3 p()KLIpea(C)) o]

(B) 4F°% = KL[p(0)lp-2(0)] , (5.14)
(C)4F%% = BX.p(QKLIpdY o)1y [0)]

(D) 4F%* = y5, p(QKLIpY I9)lIpea(y IO)] -

Proof. Minimizing F'®*' is equivalent, under the appropriate independassamption (as in Eq. 5.5,

incorporatingY”, symmetrically toy"), to minimizing the following term
F®S' = H(C) - H(CIX) + BA(Y'|C) - yH(Y|C). (5.15)

(H is as in the definition in Eq. 5.3). Followinggamentation similar to that of Lemmas 5.1 and 5.3,
it can be shown that step IB-SI1 decreds&s' by AF°", step IB-SI2 decreases it HF>%, step IB-
SI3 decreases it gF*®, and step IB-Slihcreasest by AF%,

Lemma 5.6: Stable points of the IB-SI algorithm are extremaints ofF'®>' (Eq. 5.13).
Proof. Following the same argumentation as in Lemmasbd5.4 above.

However, the argumentation used for proving theveagence of the ID and IB algorithms
(Subsections 5.2.1.3, 5.2.2) cannot be applietieénB-SI case. Convergence of the IB-SI algorithm
depends on the ratio betweetrS", + AF5% + AF%%, and 4F°%, thus cannot be proven for any

arbitrary combination of, y; |C| and a given dataset.

The IB-SI approach extends the IB method, thusatilifates explaining clustering with side
information in classical information theoreticalrtes. A slightly different approach to clusteringtw

side information is based on the ID method. Thaeulying cost-term of this ID-based variant is
LS = —H(C|X) + BH(Y'IC) — yH(Y|C) . (5.16)

From this cost term the following iterative algbrit is derived:
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Set t=(0 and repeatedly iterate the three update-stepaesatg below, till convergence (at time step
t =0 initialize p(ck) randomly or arbitrarilyand skip step ID-SI1):
ID-SI1: o(cy) = 1 o Alup o on-cupey oo o)

z.(x, )

where z(x,f) = Zc‘e—ﬁ(mp(y*lx)ﬂMy*lc‘)]—KL[ p(y MRy 1(y e

ID-S12: 1) = pic) 3 POIPCOR(Y 1
where py(C) = ZX P(X) p.(c]X)
ID-SI3: bl = pic) DECIICRLCAE

whergy(c) is as above

t =t+1

Figure 5.4 The ID-SI clustering iterative algorithm (withxé&d 5, yand|C)).

Observations equivalent to the ones made aboveregird to the IB-SI algorithm (Lemmas 5.5, 5.6)

similarly hold with regard to the ID-SI algorithm.

5.3 The Cross-partition Method

Cross-partition (CP) data clustering aims at idgimg, through clusters of data elements, themast th
are common to several subsets that together foengitten dataset. To this end, the formed clusters
shouldcut acrossthe pre-given partition into subsets: each clugezxpected to contain elements
from all subsets. As mentioned, the CP problem igdizes the coupled-clustering setting of the
previous chapter (the noticeable differences betvibe methods are detailed in Section 5.1 above).

The basic setting is described in Chapter 3.

In this section, we introduce a novel approachh®s €P clustering task. This task is particularly
challenging in cases where the given subsets vy homogenous, i.e., the elements within each
subset are typically more similar to one anothengared to their similarity to elements of other
subsets. The suggested method is designed tooowersuch cases. Lead by feature information that
is shared across the subsets, it produces clustar<apture the commonalities while neutralizing
possibly salient within-subset regularities. Ouethwod is inspired by the ID and IB methods

reviewed above. Below, we describe how the CP otettxtends the ID data clustering setting
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(Subsection 5.3.1). Then, we characterize theetk$orm of solution to this task (Subsection 5.3.2
and present the algorithm that we propose in d@eccomplish it (Subsection 5.3.3). Finally, we
specify additional versions of our algorithm, mated by the differences between the 1B and ID

methods (Subsection 5.3.4).

5.3.1 The Cross-partition Data Clustering Task

The CP method, which addresses the CP data chugtiask introduced in Chapter 3, extends the
standard probabilistic clustering setting in terfidooth input accepted and output constructs being

produced, as described below.

5.3.1.1 Input: The Pre-partitioning Variable

The identity of the pre-given subset to which atipalar data element belongs is a source of
information that plays a role in the CP clusteriagk, additional to the relevance feature distrdyut
In order to articulate this information, we intraguan additional formal variabl@/, the pre-
partitioning variable The values thatV can get range over the labels of the subsetsegbrt-given
partition (two or more subsets). We denote thdai@ elemenk belongs to a subset, by writing
p(wlx) = 1. If x does not belong tev, we writep(w[x) =0. In our experiments (Section 5.4), we have
restricted each element to be uniquely associattdone subset. Allowing(w|x) values betweefi
and1 would enable probabilistic (“soft”) pre-partitiorg, which accords with our formalism but have
not been empirically tested. The pre-partitioninfprmation p(w|x) is supplemented tp(x) and

p(y[x) as input considered by the CP method.

We note that in order that the CP method producsningful results, the pre-partitioning variakile
is expected to correlate to some extent with tléufe variableY (i.e., [(Y;W) >0, or equivalently
H(Y) > H(Y|]W)), additionally to the correlation betwekrandY that is essential also for standard data

clustering.

5.3.1.2 Output: Re-association of Features and Clusters

A common way to convey the essence of a clustier the probabilistic setting is to specify those
elementsc with highestp(c|x) scores. It is interesting, as well, to specifiaddition the features that
are most typical to a cluster. We note in Chaft#at the centroid of a cluster thep(y|c) feature
distribution — indicates the location of the clustethe feature space. However, the featuresateat
most characteristic for a clusteare those featurgswith highp(cly) scores rather than higify|c), as
the latter might reflect the fact that the featwreappears frequently in all clusters and not

discriminatively inc.
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In the ID (or IB) setting,p(cly) can be straightforwardly calculated through Bayete:

p(cly) = p(ylc) p(c)/ p(y) . A novel aspect of the CP method is that it gifiastdifferently the level of
association of features with clusters. Hence, @laith the probability distributionp(c|x), the CP
method outputs distributions that associate eaatufey to each one of the clustets We denote
these probabilities bg*(cly), to emphasize the fact that they are different thap(cly) distributions

of the ID case.

As in the ID case, the CP method produces repratbemiprobability distributions of features for bac
cluster. These representative distributions améveld from the newly introduceg*(cly), hence
denotedp*(y|c). Finally, the CP method produces yet another tyfpgupplementary output, which
has no correspondence in the ID and IB methodsedoh combination of a clusteland a pre-given
subsetw, a probability distribution over the featunafyc,w). Such distributions form feature-based

centroids ot restricted to the elements originatedvior, as we term them-projected centroids

5.3.2 Underlying Principles Characterizing the Solution

As stated above, there are four types of probghilistributions that together form the CP method
output: p(clx), which can be considered as the main target ofrtethod, and in additiop(y|c,w),
p*(cly) andp*(ylc) (wherec, x, y andw denote cluster labels, data elements, featurepesndiven
subset labels, respectively). These four typegisifibutions constitute the whole set of paranseter

that the CP method manipulates.

The core idea of the CP method lies in the stegamenting feature-cluster re-association conveyed
through the p*(cly) distributions (see Subsection 5.3.2.3 below). Tdssociations of the
characterizing features with the formed clusters hrased so that these associations become
independendf the given pre-partition of the data. The cqitime and formulation of this imposed
independence, underlying the focusing on relevantsesystem information and the defocusing of
irrelevant system-specific information, is the at our original interpretation of the notion of

analogy.
Below, we characterize in detail how all four type#sprobability distributions link up together as a

solution to the CP clustering task.

5.3.2.1 Assignments of Elements to Clusters

Similarly to the case with the ID and IB methodw tissignments of elements to clusters in the CP

method follow a maximum entropy principle. Thidasmalized through the following term:

FCPL = —H(CIX) + BH*(Y|C), (5.17)
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wheref> 0 is a counterbalancing parametét(Y|C) is defined to be

B*(YIC) = —Xexp(cX) Zyp(yiX) logp*(yle) = —X«p(X) Xep(ch) Xy p(yl) logp*(ylc)  (5.18)

and H(C|X) is the entropy of cluster distribution conditioned the data (Eq. 5.2), the constrained
value of which the CP method seeks to maximizee flinget of the CP method is thus to fpp{d|x)
values, constrained to sum upltdor eachx, which bring the value df°™* to minimum. Following
this direction, the CP method maximize§C|X), subject to a further constraint involving the
probability distributionsp*(y|c). For the purpose of assigning elements to clsistire p*(y|c)
distributions are considered as if they are gived fixed. We will refer later to how the CP method

modifies these distributions (Subsection 5.3.2.4).

5.3.2.2 W-projected Centroids

As the case is with the IB and ID methods, the GRhiod aims at identifying a partition of the data
that is optimally informative about the relevan@atiires, represented by the varialfle Such
configuration may consider as an information souslevant to predicting feature distribution not
only the patrtition to clusters;, but also the pre-given partitioW. Consequently, optimizing the
feature information extractable from the two pais together would be carried out through
minimizing the conditional entropy tertd(Y|C,W). To be more precise, the CP method actually
minimizes a related term, which is equivalent, unda appropriate independence assumption
(explicated below), téi(Y|C,W):

FEP2 = p(3) Zep(eh) Xy pyP) Zwp(WiX) logp(yic,w) . (5.19)

The conditional independence assumption of thend I® methods (Eg. 5.4), is extended by the CP
method to apply toV as well, namelZ, Y andW are independent givefi

pcy.wix) = p(cX) p(ylx) p(wix) (5.20)
(for eachc, x, y andw), or equivalentlyl(C;Y;W|X) = 0.
Summing up both sides of Eq. 5.20 overxalhlues, we obtain
p(c.y:w) = 2. p(X) p(clx) P(YIX) P(W) - (5.21)

Assuming Eq. 5.21 holds, we can re-wk{&?:

F7 = T.ywlogp(ylc,w) xp(x) p(cix) plyX) p(wix) (5.22)

ZC’V’WIOg p(le,W) p(C’y’W) H(YlC,VV) .

As we will see in Subsection 5.3.3, the independesssumption is indeed maintained by the CP

FCPZ

method. Therefore, from Eq. 5.22 we conclude byaminimizing the CP method minimizes

83



the conditional entropy tertd(Y|C,W) or, in other words, it optimizes the level of infaation about

the features provided by the combination of theteltsC and the pre-given partitionw.

5.3.2.3 Feature-cluster Re-association

As said above (in Subsection 5.3.1.2), an innoeadispect of the CP approach is that it re-assaciate
features with clusters differently than what isightforwardly expected from the assignments of dat
elements into clusters. Re-associating featuréls elusters is carried out so that the associations

reflect the following fundamental principle:

The way features (Y) and clusters (C) are assatimt@ot supposed to correlate with

the pre-partition (W)

Assuming a triply joint probability distributiop*(c,y,w) (where the asterisk comes to distinguish

between this probability to the one in Eq. 5.2i¢ &bove principle would be formulated as:

P*(cyw) = p*(cy)pw) (5.23)
(for eachc, y andw), or equivalently*(C,Y;W) = 0.

Under the assumption that Eqg. 5.23 holds, we faateubelow a second maximum entropy principle
that the solution to the CP problem is supposeckatize, which would direct the re-association of

features with clusters. Specifically, the CP mdthons at minimizing the following term:
FPt = —H*(ClY) + nH(YIC,W), (5.24)

where,H*(C]Y) is a conditional entropy term of cluster distribatconditioned on the distribution of

features

H*(ClY) = -2y p*(cy) logp*(cly) = -2y p(y) Zcp*(cly) logp*(cly) (5.25)

(the sum runs over all cluster-feature combinajicasdH(Y|C,W) is defined to be

AYICW) = Zeoywp*(cyw) logp(ylcw) = Zwp(w) Xy p(y) Zcp*(cly) logp(ylcw) . (5.26)

N is a parameter with a positive value, counterttanthe relative impact of the two components of
FC”1. A(Y|CW) articulates the constraint on the maximum entrppyciple posed by thev-
projected centroids. The target of the CP metlsai ifind feature-cluster probabilistic associasion
p*(cly), minimizing F<** while being constrained to sum up to 1 for egchThus, the CP method
maximizes the conditional entropy*(C|Y), subject to a further constraint posed by the aiodhy
distributionsp(y|c,w). Although we have already seen in the previolssection how the(y|c,w)
distributions are to be determined, for the purpobee-associating features with clusters these

constraining distributions are referred to as étlare given and fixed.
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5.3.2.4 Centroids that Cut Across the Pre-partition

Finally, there are the centroids distributions usedharacterizing the assignments of the solution
the CP problem (Subsection 5.3.2.1). These digtdbs are expected to minimize the following

term:

FE2 = X, p(y) X p*(cly) logp*(yie). (5.27)

which is identical to the conditional entroply (Y|C), asp(y) p*(cly) = p*(c,y). However, the*(y|c)

values are referred "% as variables, whilp*(cly) are treated as if they are given and fixed.

5.3.3 The CP Algorithm

Starting from a random or arbitrary clustering éguafation, the CP algorithm updates iteratively the
four types of probability distributiong(c|x), p(ylc,w), p*(cly) andp*(y|c). The algorithm's iterative
update cycle follows the four principles descriliedhe previous subsection. Each step of the cycle
optimizes one class of probability distributionsatiwely to one of the above principles, while the

other distributions are held constant.

Set t=0 and repeatedly iterate the following update stepguence, till convergence (in the first

iteration, when t=0randomly or arbitrarily initialize gick)and skip step CP1):

. _ 1 pafpf pratyio)]
CP1: CIX = —e
(k) 2(xB)
where z(xf) = 3 Ie—ﬂKL[p(yIX)Hp*l-l(yIC')]
1
CP2: p(ylcw) = D" p(X) p(c]X)p(y]x) p(w]x)
p,(c,W) X

where pcw) = > p(x)p,(c|x)p(w|X)

1
zx (y.n)

where z*(y,7) = ZC.HW p.(ylc',w)™™

CP*L pr(chy) = [1. P (ylcw)™

L S iyt (cly)

CP*2: p*(ylo) = "
p* (05

where p*(c) = > p(Y)p*, (c]Y)

t = t+1

Figure 5.5 The cross partition clustering iterative algamitkwith fixed S, 17, and|C]).
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The CP method probabilistically associates, orgassi elements to clusters in proportion to the
element-centroid similarity (step CP1 of the algon; in this respect, the CP method follows the
probabilistic representative-based clustering schen@hapter 2, Subsection 2.1.4.6). More
specifically, as in the IB and ID algorithms, amrakntx is assigned into a clusterin proportion
exponentially inverse to th€L divergence between the representative featurgtdigonsp(y|x) and
p*-i(ylc). TheKL divergence is not an arbitrary proximity measuué ib rather emerges from the

first maximum-entropy principle described in 5.3.3above (see also Lemma 5.8 below).

Based on the assignments calculated by step CBPhekt step, CP2, calculates expected values of
the currentW-projected centroid distributiongx(ylc,w). This step conforms to the information
maximization direction of 5.3.2.2 above. Particiylastep CP2 imposes the extended conditional

independence assumption (Egs. 5.20, 5.21).

Step CP*1 re-associates features with clusters,céigulating for every featurg probability
distribution over the clusterg*i(cly) proportional to biased (‘flattened’) geometric meaver all
currentp—,(ylc,w) values. This step facilitates feature-clusteeisgions that cut across the pre-
partitioned subsets: strong association of a feayuwith a clusterc, i.e., a highp*(cly) value,
requires higtpy(yjc,w) values across all subsetqin contrast to somg andc' for which p(y'|c',w) is
high on average but varies acrossws. The bias introduced within this weighted getna-mean
scheme is directed by a free parametetow values of underlie loss of informatior = 0 implies
that all features are uniformly assigned to allstdus regardless of thg(ylc,w) values. Highem
values preserve more of the information embodietthivithe W-projected centroids. Regardless of
the value ofp, step CP*1 integratgs(ylc,w) values over all values &¥, so the result is independent
of any particulaw. This scheme, which was motivated intuitivelyDagan, Marx & Shamir (2002),

turns to realize the supplementary maximum-entaipsction introduced in Subsection 5.3.2.3.

Step CP*2 derives thp*(y|c) probability distributions, which are the centroids the next update
cycle, from the currenp*(cly) values and the inpyi(y) distribution through Bayes rule. It realizes

the information-maximization principle of Subsecti®.3.2.4.

In the case of the ID and IB algorithms, the existeof a cost term, that gets a smaller value @t ea
update step, ensures the convergence to a cortfiguréocally minimizing the value of the
corresponding term. For the CP method, we carpedtify a cost term that is reduced by each update
step, or by the whole update cycle. The algorithawever, empirically converges in most examined
test cases, particularly for all real-world andtbgtic datasets where it has been reasonableumass

an underlying cross-partition structure (see Sachi@ below). Whenever the algorithm converges,
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the resulting stable-point probability distributtop(c|x), p(ylc,w), p*(cly) and p*(y|c) necessarily

maintain the relations between the distributiondieated in Subsection 5.3.2.

5.3.3.1 Further Observations

Below, we show that each one of the CP algorithrdatg steps “improves” the currently given
configuration relatively to the principle correspiamg to this step (unless the current configuratgon
a stable point of the algorithm). This is donerégucing the term associated with that step redbtiv
to the particular distributions that the step updafthis, however, does not imply that the CP

algorithm iterative cycle reduces the value of amglecost term).

Lemma 5.7:In the update cycle of timethe four CP algorithm update steps CP1, CP2, CePt2,
decrease the values®Bf™* (Eq. 5.17)F°"?(Eq. 5.19)F°""* (Eq. 5.24) F*"? (Eq. 5.27) by

(A) AF% = 3, p()KLIp-2(ch) et ()]

(B) 4F°% = Zupcw)KL[p(ylew)lIpa(ylew)] ,
(C) 4AF™ = %, p(y)KLIP*calely) P (cly)] »
(D) 4F°"% = 3, pr(OKL[p*(YIO)lp*a(Yic)] ,

(5.28)

respectively.
Proof. see Appendix D

Lemma 5.8: A set of probability distributions that form a Iska point of the CP algorithm (i.e., ones
satisfying pu1(ClX) = py(cx), pea(yle,w) = plylew), p*wa(cly) = p*dcly) and p*ua(yle) = p*(ylc), for all

¢, X, y andw) specifies locally extremal points fd&“™ with respect tg(clx) (p*(y|c) held fixed),F<™
with respect t@(ylc,w) (p(cjx) held fixed),F°"* with respect t@*(cly) (p(ylc,w) held fixed) and=""
with respecp*(y|c) (p*(cly) held fixed).

Proof. see Appendix D
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ID CP

—-H(CIX) _HCPO

H{Yic) H(YICW)

H*(YIC)
H*(CIY)

Figure 5.6 A schematic illustration of the dynamics of th# &lgorithm versus that of the CP
algorithm. In the ID algorithm, convergence ismat configuration where the two systems of
parameters complementarily balance one anothegibg a cost term to a locally minimal value
In the CP algorithm, stable configurations maintaétanced inter-dependenciesg)(ilibrium) of

four distinct systems of parameters.

During the execution of the CP algorithm, each ted four probability distribution typeg(c|x),
p(cly,w), p*(cly) andp*(y|c), directs the formation of distributions of anottigpe. In the resulting
solution, the four types of conditional probabilitiistributions take part in a closed cycle of
dependencies, as described in Subsection 5.3.2. dyhamics characterizing the CP algorithm, in

comparison to that of the ID algorithm, is illused in Figure 5.6.

Argumentation as used in the ID and IB cases cabaotised for proving convergence of the CP
algorithm. Lemmas 5.7 and 5.8 do not provide imétion regarding how each BfF* F°F2 FCP
andF°"? s affected by the changes that occur in pradgtidactors that are considered to be fixed by

the principle underlying its modification.

5.3.3.2 The Parameters fand 7

Gradual increase of the value @fvorks in practice for the CP method much the sam# works for
the IB and ID methods (Subsection 5.2.1.4): inéreg8 along subsequent runs enables the formation
of configurations of growing numbers of clusteracle initialized based on a configuration of fewer

clusters obtained previously. In general, we hexgerimented withy values that are fixed during a
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whole cycle of runs, while onlg is gradually incremented in order to produce iasieg number of
clusters. Understanding better the rolegand the inter-dependencies between the given gatad

L would be an interesting topic for future research.

There are two cases where the scheme of increngefitimadually whiles; is held fixed, in order to
produce a growing number of clusters, seems netork. First, we encountered cases of synthetic
datasets (randomly drawn with no underlying pristad cross-partition structure) where the
algorithm eventually did not converge but rathemtvihrough an endless oscillatory pattern. This
behavior, characterized further in Subsection 534.tbok place for restricted ranges mfvalues.
Convergence was always obtained for sgmelues outside these ranges. Further, for thatesdts
where underlying cross-partition either existedcbystruction or was expected to exist based on the
content of the data (as in the experimental workti®e 5.4) the algorithm converged with no

exception.

The other potentially problematic scenario is wheeeCP algorithm converges to fewer clusters than
initialized: some clusters are gradually vanishedupdate cycles keep being performed. Note that
this never happens in the iterative IB and ID dtpons, where the formation of a centroid (step
ID2/I1B3) implies that there is some mass of datameints concentrated around it, ensuring that some
points would be reassigned to the correspondingtedin the next re-assignment step (ID1/IB1). In
contrast, the formation of a CP centroid (step GRI@es not guarantee that the centroid is backed
with enough mass of data elements from all subsAtsa result, it might happen that the dominant
features in a centroid formed in the previous updstle are not sufficiently weighty in one or more
of the subsets and hence the relative total weaifjttie cluster might tend to zero as the iteratiors
carried orf. This behavior was observed in a variety of casRarticularly for very detailed pre-
partitons (highW)), we were not able to produce even small numbectusters. On the other hand,
in the|WM < 5 cases to which the experimental part of this weals restricted, setting a lowgrvalue
whenever such behavior occurred consistently ledale formation of the desired number of clusters.
The effect off W] on the behavior of the algorithm (in interactioithaother factors) should be studied

further, both experimentally and theoretically.

® Somewhat related to this might be our empiricadestation that the IB/ID iterative algorithms, altiyh

formally guaranteed to converge, often produce lschadters that do not capture significant thenmethée data.
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5.3.4 CP Algorithmic Variations Inspired by the IB Method

The 1B method reviewed in Subsection 5.2.2 minimittee cost ternt'® (Eq. 5.10), which, up to a
constant factor, can be re-written B$C) — H(C|X) + SH(Y|C). As already noted, this term is
reminiscent of the ID method cost tetfi = —H(C|X) + SH(Y|C) (Eq. 5.7). The difference lies in the
non-constant terrkl(C). In a like manner, it is possible to modify teotmaximum-entropy-based
terms of the equations underlying the CP methothehaF“™ andF“"* (Egs. 5.17 and 5.24). Thus,

we may replac&°™ by

F™ = H(C) - H(CIX) + BH*(Y[C). (5.29)

Regardless of the modification explicated by Eg95we can also replaé&™ by
FPY = H*(C) -H*(C[Y) + nH(YICW), (5.30)

whereH(C) andH*(C) are the entropy o based om(c) andp*(c) respectively.

Set t=0 and repeatedly iterate the following update stepguence, till convergence (in the first

iteration, when t=0randomly or arbitrarily initialize gick)and gF«(c) and skip step CP1):

. _ 1 - AL p(y]| P a(vie)]
CP1: p(cx) = ———p_(e™
z(x,B)

where z(x8) = Y pt_l(c.)e—m[p(ymup*H(wc')]

CcP2: p«(C)

2., POIp(c]x)

. ((1: L CLXCRE LR

where pcw) = > p(x)p,(c|x)p(w|X)

CP3": piylc,w)

1
z* (Y1)

where z%(y,7) = > Py * (€[], P(ylc, W)™

CP*L" pr(cly) = P * @, Py wW) ™

CP2: pi(9) = D p()P* (cly)
, 1
CP*3" p*(ylo) = PP (cly)
p.*(C)

t = t+1

Figure 5.7. The CR, iterative algorithm (with fixeqs, 7, and|C]).
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CP1' FCP*l'

In case both above modifications take place,A%" is replaced by“™ and is replaced by
FS”*', a new algorithm, the GPalgorithm (Figure 5.7), is derived in much the saway the CP
algorithm (Figure 5.5) is derived. This algorithwas introduced, grounded on a different
information-theoretic motivation, by Marx, DaganShamir, 2004.

It is possible to replace only one of the two tergitherF™ by F<™, or F<”* by F°”*'. If only F<™

CP1'

is replaced by, we derive the GPalgorithm, which consists of update steps CP12'GEP3' of
the CR, algorithm and steps CP*1, CP*2 of the original @Borithm. The CP algorithm was
introduced with intuitive motivation by Dagan, Ma& Shamir, 2002. If only thé&“"* term is

CP1'

replaced by=-" ", we derive the GPRalgorithm, with iterative cycle consisting of upelasteps CP1,

CP2 of the original CP algorithm and CP*1', CP&R*3' of the CIg algorithm.

5.4 Experimental Work

In order to examine the capabilities of the aldornic framework described above, we have

conducted experiments on both artificial and reattd (textual) data.

The method of IB and ID with side information (IB-8nd ID-SI, described in Subsection 5.2.3)
suggests a seemingly sensible alternative to oproaph to CP clustering. As we aim at obtaining
clusters that are not correlated with the givenpasition, our setting is naturally mapped to side
information setting by considering the pre-partit¥ as the additional set of irrelevant featuves
Adapting this convention, our experimental resuitdude comparison with IB-SI and ID-SI results
and thus also with the plain IB and ID algorithmdjich are equivalent to their corresponding Sl

version when the parametgis set to 0.

5.4.1 Experiments with Synthetic Data

In general, the CP method is designed to tacklescaghere each one of the pre-given subsets is
relatively homogenous and might be characterizedabgnt subset-specific structure. The target of
the CP method is to neutralize such within-subsghdgeneities and regularities and to reveal
structure that is persistent across the pre-pantigiart, even if it is not as salient on averagée
following setting aims at assessing the level byclthihe CP method reveals hidden cross-partition
structure in the presence of more salient cluggeconfiguration, with clusters that do not cut asro

the given pre-partition but are rather restricteélements of one of the pre-given subsets.
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5.4.1.1 Setting

Our synthetic setting consisted of 75 virtual elatagpre-partitioned into three 25-element subsets,
corresponding to three admissible values of thealbkrW (in our formalism, for each elemextn

the w-th subsetw=1, 2, or 3,p(wx) =1). On top of this pre-partition, we tailored tdget two
independent (exhaustive) clustering configuration@ne of them — the target configuration — will
capture cross-subset correspondences, while ther etta masking configuration — will represent
within dataset structure. We would like to seeaifd how the CP method reveals the target

configuration, even in cases where the maskingigordtion is considerably more salient.

1. The targetcross-W_clusters five clusters, each with representatives fromthitkee pre-given

subsets. In different experiments, we used thigendt cross-partition configurations, differing i
the level of global balance (equal vs. divergingstér sizes) and cross-partition balance (equal vs.
diverging sizes of cluster-subset intersectiorigyure 5.8 provide the details of the three dififere

cross partition configurations that were used.

2. The Maskingwithin-w clusters six clusters, each consisting of either 13 oofLthe 25 elements

of a particular subset with no representatives ftoenother subsets.

The same set of features was used to direct foomatf clusters. However, each cluster, of both
target and masking configurations, was charactrizg a designated subset of the features.
Associating an element with the crosseluster and with the withim¢ cluster to which it is assigned
by construction was carried out by specifying antaf co-occurrences with each one of the features
designated as characteristic to both clusters. mhsking withinw clusters were systematically
designed to be more salient than the target désdusters. The withinv clusters had more
designated features than the créd¢slusters, per cluster (60 vs. 48) and in totak @@= 360 vs.

5x 48 =240). In addition, the simulated co-occurrencente@associating elements with their within-
w cluster (a base level of 900) were higher thancth@ccurrence counts associating elements with
crossW cluster (700 in asalient CP configuratiorsetting, 400 in anon-salient CP configuration
setting). Noise (a random positive integer < 2088% added to all counts associating elements with
the designated features of their withirand crosdd clusters, as well as to approximately one quarter

of the zero counts associating elements with featdesignated for other clusters.
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A nearly balanced
configuration, which
maintains the balance also
across the pre-patrtition

A slightly less balanced
configuration, where the
balance is not maintained
across the pre-patrtition

A configuration that is not
balanced, though it
maintains perfect balance
across the pre-partition

Figure 5.8 The three different cross-partition clusteringfigurations used in the synthetic data
experiments. The numbers of elements in the iatéiens of each one of the five CP clusters and

each one of the three pre-given subsets are irdicat

5.4.1.2 Results

Performance level in the synthetic data experimaras measured relatively to the target crdbs-
configuration — one of B/B, B/nB and nB/B (see Fmb.8) — that was used in constructing the
particular data being tested. Each one of theetloressw configurations underlay two different
types of datasets, distinguished by the salienexlde of the target relatively to the masking
configuration (400 or 700 target co-occurrence tewersus 900 masking co-occurrence counts; see

previous subsection). The variance between the

This gives a total of sipezkmental settings.
different test cases within each experimentalrsgttias the result of two random factors: the random
noise added and the overlap, i.e., the numberashelements, between withinelusters and cross-

W clusters (partition of elements to clusters wasloan hence cluster overlap was random too).

In each one of the six experiment settings, weetesix different methods — the four CP method
variants (5.3.3, 5.3.4) and the two Sl variant®.@.— each over a range of values of the paramgter
in the Sl algorithms, ang in the CP algorithms. The values jpénd 7 were kept fixed throughout
each run, while thg parameter was gradually incremented in order ddyee the target five clusters
(see Subsection 5.3.3.2). For values outsidegfted parameter ranges, the majority of runs did no
end with five clusters. Reasons for not obtairtimg target number of clusters were that the run did
not converge after a large number of iterative eyar, in the CP case, it could also convergedo to
few clusters (Subsection 5.3.3.2). Each one ofréported results was averaged over 200 runs,
differing by the noise and by withiw-and cros3¥ cluster overlap.
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Figure 5.9 The results of the experiments with synthetiadaf the six algorithms tested — CP,
CRh, CR,, CRy, ID-SI and IB-SI — in the six experimental set8ngSee the previous subsection
for the description of the B/B, B/nB and nB/B crgsstition configurations and the difference

between thealient and non-salient CP configuration settings.

As the target number of clusters was given by caog8on, we used the straightforwapirity
measure (the overall proportion of elements coyemssigned; Chapter 3, Subsection 3.3.1). Our
measurements refer to the “hardened” version optbbabilistic output of the tested methods, he. t
deterministic clustering configuration where eatdnentx is considered a member in the cluster

with highestp(c|x).

Figure 5.9 displays purity results produced by e algorithms tested in the six experimental
settings. The graphs displayed indicate that #iréous versions of the CP approach perform better
than the Sl approach in the majority of cases emathi The difference is most notable in the easier
tasks, i.e., in the more balanced configuratiorss especially in the “salient” setting, where sonfie o

the CP variations consistently achieve almost perfeconstruction of the target configuration, ocaer
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large part of the testeg range. In addition, the Sl algorithms tend toehawelatively narrow best-
performance picks around certainalue, while the CP performance is in general nstable across a

large range ofy values.

The “priorred” CP variations, especially C&hd the CRr which include the prior in their first step,
tend to produce along with clusters that captuegdinget patterns small clusters that are ofterpanit

of the target configuration but rather seem tohgeresult of the added noise and interactions tliith
masking configuration. The plain CP algorithm wasgrall the best among the CP variations, while
CPy was the worst. The differences between the fausions are less noticeable in the lowger
value range. Finally, there is a persistent acdagatthough very small, to the ID-SI over the IB-SI
We will discuss possible reasons for the differsnoetween the methods in the concluding section of

this chapter.

5.4.1.3 Oscillatory Endless Loops

The previous subsection described the behavidneofaP algorithm (several variants) in cases where
the data was drawn based on a prominent underlgtings partition structure and the algorithm
converged in most cases. In the next section Wes@é that this nice behavior is indeed the catie w
the real world datasets we worked on. The cursahsection shed some light on those cases where
the underlying cross partition structure is not meminent and consequently the algorithm is

sometimes trapped in an endless loop.

We investigated this behavior experimentally thtouggtting similar but simpler than the one
described in Subsection 5.4.1.1 above. This simgddting included eight virtual elements, pre-
partitioned into two four-element subsets, with petimg crossA and withinw configurations. The
two crossW clusters included four elements each, two fronheadset; the four within+ clusters,
two within each subset, consisted of two elemeathe The competing configurations were set to be
in disagreement: the two elements of any withioluster were assigned to different crdgslusters.
Each cluster of both types was characterized ipglesfeature. As in the first setting, the within
clusters were designed to be more salient withuairelement-feature co-occurrence count fixed on
100 (for the two elements of each cluster). Theual cross¥ co-occurrence counts varied in the
different experiments between 0 and 100. Noiseada®d to all counts associating elements with the
designated features of their withmand cross clusters, as well as to approximately one quarter

the zero counts associating elements with featigsgnated for other clusters.

On the eight-element dataset described above, nvhea(non-priorred) CP algorithm and applied the
procedure of modifying thg value gradually in order to find the exact valodicing a split into two

CP clusters. Table 5.1 shows the change in thgoption of times where the algorithm encountered
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an endless oscillatory loop as a function of tHesey of the cros$¥ clusters. The more salient the
crossW clusters are, less cases of an endless loop aswvalll. These results are based on 200 runs
for each tested value of croggécount. In order to decide on an endless loop sisied 500,000
iterations (convergence whenever obtained typicadlgurred in tens or hundreds of iterations and

never more than a few thousands). Fhalue was fixed on 1.0 in these experiments.

Table 5.1 The proportion of endless loop cases decreaséisearelative weight of the Crogg-
element-feature count increases. The CWsslement-feature counts in this table are weighed

comparatively to a fixed “withiw feature count” of 100.

Cross\W element-

feature avg. count 0-55 60 65 70 75-85 90-100
Proportion of 40-44% | 25%| 9%| 5% 206 1%

endless loop caseg

As Table 5.1 shows, in this simple setting whenréiative weight of the features associated with CP
clusters is low, the CP algorithm is trapped imapl in 40% or more of the cases. Table 5.2 brings
one such example where the weight of the cWsselative weight is fixed on zero (so its
corresponding features are not present at all).thim example, the CP algorithm oscillated for
values between 1.858 and 2.738. For lo@emalues no split occurred in the data. In thisnepie,

but not always, two clusters were producedfaralues higher than 2.738. Note that this behavior

and parameter values can change due to exact \@lirgsal assignments, split initialization, etc.

Table 5.2 An example for a setting where the CP algorithmes not converge (for particul&r

and s values). Each line in the table contains the @mitrence count information for another one
of the eight data elements. The underlying stregtas reflected by the feature counts, includes
four within-subset clusters of two elements eadhs pPnoise” associating elements with clusters

to which they are not assigned by construction.

Features associated with ...

Data Within-A | Within-A | Within-B | Within-B
Elements: | cluster 1| cluster 2| cluster 1| cluster 2
Al 10 — — —

% A2 9 1 — —
= A3 1 9 — —
% A4 — 8 — 2
@ B1 — — 10 —
2 B2 — 2 8 —
§ B3 — — — 10
B4 1 — 1 8
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5.4.2 Application to Religion Data

For testing our method on real world data, we ubedreligion-related datasets and the evaluation
method (Jaccard coefficient scores) that were usetie previous chapter and were described in
detail in the experimental part of the previous ptha (Chapter 4, Subsection 4.4.2.1; see also
Appendix A). We note that the CP method, in défere from the coupled clustering method, can be
used for identifying correspondences across ma@e two religions at a time, as demonstrated in the

following subsection.

5.4.2.1 Results

We survey below some of the CP clustering outprenglifying it through results produced by the
plain CP algorithm withy = 0.48, applied to all five religions togethdi\| =5). We have found that
even the most coarse two-cluster partition genérhatethe above method is highly informative and
illuminating. It reveals two major aspects tharego be equally fundamental in the religion domain
which we termed *“spiritual” and “establishment” esp The cluster that corresponds to the
“spiritual” aspect of religion incorporates termslated with theology, underlying concepts and
religion-related personal experience. Many of teems assigned to this cluster with highest
probability, such akeaven hell, soul god andexistencgare in common use of several religions, but
there are religion-specific words such atsan liberation andrebirth, which are key concepts of
Hinduism. The “establishment” cluster contains earof schools, sects, clergical positions and other
terms related with religious establishment, gedgicg locations and so on. Keywords assigned to
this cluster with high probability are mainly rebg specific:protestant vatican university council

in Christianity; conservativereconstructionismsephardim ashkenazinin Judaism and so on (there

are few keywords that are common to several reigjifor instanceastandwes}.

The same two-theme partition consistently repesits when the CP method is applied to pairs and
triplets of religion. As far as our corpora remmisfaithfully the domain and our method extracetl w
the relevant information, these two factors cancbesidered the two universal constituents upon

which the very notion of religion is laid.
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CLUSTER 1 “Schools”

Buddhism : america asia japan west east korea india china tibet

Christianity : orthodox protestant catholic west orthodoxy  organization rome council
america

Hinduism :west christian religious civilization buddhism aryan social founder shaiva
Islam : africa asia west east sunni shiah christian country  civilization philosophy
Judaism : reform conservative reconstructionism zionism  orthodox america europe sephardim
ashkenazim

CLUSTER 2 “Divinity”

Buddhism : god  brahma

Christianity . holy-spirit jesus-christ god father savior jesus baptize salvation reign

Hinduism :god brahma

Islam :god allah peace messenger jesus worship believing tawhid command

Judaism :god hashem bless commandment abraham

CLUSTER 3 “Religious Experience”

Buddhism : phenomenon  perception consciousness human concentration mindfulness physical
livelihood liberation

Christianity :moral  human humanity  spiritual relationship experience  expression

incarnation divinity

Hinduism : consciousness atman human existence liberation jnana  purity sense moksha
Islam : spiritual human physical moral consciousness humanity exist justice life

Judaism : spiritual human existence physical expression humanity experience  moral connect

CLUSTER 4 “Writings”

Buddhism : pali-canon sanskrit sutra pitaka english  translate chapter  abhidhamma book

Christianity :chapter  hebrew translate greek new-testament book text old-testament luke

Hinduism : rigveda gita  sanskrit upanishad  sutra  smriti brahma-sutra scripture
mahabharata

Islam : chapter surah bible  write translate hadith  book language scripture

Judaism :tanakh  scripture mishnah book oral talmud bible write letter

CLUSTER 5 “Festivals and Rite”

Buddhism : full-moon celebration stupa ceremony sakya abbot ajahn robe retreat

Christianity :easter  tabernacle christmas  sunday sabbath jerusalem  pentecost city season
Hinduism :puja ganesh festival ceremony durga rama pilgrimage rite  temple

Islam :kaabah id ramadan friday id-al-fitr haj mecah mosque salah

Judaism :sukoth  festival shavuot temple passover jerusalem  rosh-hashanah temple-mount

rosh-hodesh

CLUSTER 6 “Sin, Suffering and Material Existence”

Buddhism : lamentation water grief kil eat hell animal death heaven
Christianity  fire punishment eat water animal lost hell perish lamb
Hinduism :animal heaven earth death  water Kill demon birth  sun

Islam :water animal hell punishment paradise food pain sin earth

Judaism :animal water eat kosher sin heaven death food forbid

CLUSTER 7 “Community and Family”

Buddhism : child friend son people family question learn hear teacher

Christianity : friend family =~ mother boy question woman problem learn child
Hinduism :child  question son mother family learn people teacher teach
Islam : sister husband wife child family marriage mother woman brother

Judaism : child marriage  wife mother father =~ women question family people

Figure 5.10 A sample from a seven-cluster output CP configiomaof the religion data: the first
members — up to nine — of highggt|x) within each religion in each cluster. Clusteleitwere

assigned by the author. See appendix E for theduafiguration.
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Partitions into clusters of finer granularity sséem to capture fundamental, though more focused,
ingredients of religion. The partition into sevelusters reveals the following topics (our titles):
“schools”, “divinity”, “religious experience”, “wtkings”, “festivals and rite”, “material existencan,
and suffering” and “community and family”. Theatbn between this seven-cluster configuration to
the coarser two-cluster configuration can be ergldiin soft-hierarchy terms: the “schools” cluster
and, to some lesser extent “festivals” and “familgte related with the “establishment” aspect
reflected in the partition to two, while “divinity“religious experience” and “suffering” are cléar
associated with the “spiritual” aspect of religionThe remaining topic, “writings”, is equally
associated with both. The probabilistic framewerkabled the CP method to cope with these
composite relationships between the coarse partéiad the finer one. Figure 5.10 details the first
members — up to nine — of highgét[x) within each religion in each of the seven clustéfke whole

two- and seven-cluster configurations producedhey@P method, including(c]x) andp(c) values,

are given in Appendix E.

It is interesting to have a notion of those feadyravith high p*(cly) (Subsection 5.3.2.3). Many of
those features are in fact identical with somehefdorresponding cluster's terms, especially dmegs t
are common to several religions but, occasionallyp ones that are specific to one religion but are
mentioned in discussions regarding other religiong exemplify those typical features, for each one
of the seven clusters, through four of the highp#gt]y) features that dichot have a dual role of

clustered keywords (more comprehensive lists avaditt in Appendix E.):
» “schools” clustercentral dominant mainstreamaffiliate;
 “divinity” cluster: omnipotentalmighty, mercy infinite;
» “religious experience” clusteintrinsic, menta) realm mature
» “writings” cluster:commentarymanuscriptdictionary, grammar
+ “festivals and rite” clusterannual funeral rebuild, feast
* “material existence, sin, and suffering” clustegetableinsect penalty quench
« “community and family” clustemparent nursing spouseelderly.

The above terms were not initially pre-marked tather the CP clustering approach, through its
feature-cluster re-association mechanism, has gmiaach such feature as particularly informative

with regard to the cluster with which it is assteth

The topic-based perspective on the religion domasmgbtained from the demonstrative results above,
can be related with works in the field of the conapige study of religion. One notable source for

drawing such relation is Ninian Smart's work, fiestance his boolimensions of the sacréd996).
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Smart specifies six different dimensions spanniragé essential aspects, in the light of which world
religions can be understood and compared. Theserdions are theétual dimension, thenythic or
narrative dimension, thexperiential and emotionaimension, thesthical and legaddimension, the
socialdimension and thmaterial dimension. In addition, Smart separately mentpoigical effects

of religion. It is obvious that this analysis istigeared by keyword counts, but leans on whatagpe
to be abstract and deep considerations and knoeldeHgwever, these dimensions fit rather nicely to
the partition to “spiritual” versus “establishmemiSpects suggested by the two-cluster partitichef
keyword data produced by the CP method. Spedifidhie mythic or narrativeand theexperiential
and emotionaldimensions are related with the “spiritual” aspewshile the other dimensions,
including political effects have to do with the talslishment” aspect. In addition, some relatians t
our seven-cluster based topics can be observedo dimensions that are unambiguously mapped
onto our clusters are thigual dimension, which is mapped to the “festivals aitel cluster, and the
experiential and emotionalimension, which is mapped to the “religious eigraze” cluster. More
associations, though less obvious, exist such @a®mies relating theythic or narrativedimension

with the “writings” cluster and theocial dimension with the “community and family” cluster.

Another example of a theoretical view on religibattis related with our empirical outcome is Kedar
Nath Tiwari's boolkComparative Religiot§1992). This book systematically reviews sevesfiions
including the five religions we refer to, each g@in in a separate chapter. Subsection titles are
identical in all chapters. Thus, the repeatinigdigive a notion of what the author considershas t
main factors common to all religions. The subsectitles are specified as follows (we indicate the
ones that are unambiguously mapped to one of armselusters)god (mapped to our “divinity”
cluster),world, man evil and sufferingmapped to “material existence, sin, and sufféricigster),

life after deathhumandestiny disciplineandsects(mapped to “schools” cluster).

To summarize viewing our results in light of rethtstudies of comparative religion, our findings
cannot be said to capture the details of any pdatidcheory. From the two examples above, we see
that we can not expect such theories to largelylapavith one another. Interesting partial mapping
between the clusters generated by the CP methodirgnddients of existing theoretical views
nevertheless exist and worth mentioning. In thet sebsection, we relate our results further with

knowledge from religion studies, this time moretsygatically and in quantitative terms.

5.4.2.2 Quantification of the Overlap with the Expert Data

We quantitatively evaluated results of the crossijian clustering method applied to the religion
data. Results by three different versions of tRealyjorithm, produced with different fixeglvalues,

were examined. As baselines, we used the bascniation Bottleneck (IB) method applied to the
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union of the subsets, Information Bottleneck wittleSinformation (IB-Sl) and our coupled clustering
method (Chapter 4).

As in the previous chapter, we compared our regaltslasses of terms manually constructed by

experts of comparative study of religion (as désatiin detail in Chapter 4, Subsection 4.4.2.3; see
also Appendix C). The same 17 test cases involpaics of religions were examined: all ten datasets
made of pairs of subsets corresponding to all ptessén religion pairs were compared to the classes
contributed by expert I. Four out of the samertdigion pairs could be further compared to classes
contributed by expert Il and three of the ten cduddcompared to the classes by expert lll. Here as
well, keywords not used by the expert were elinrgdgtom the evaluated outpafter the completion

of the clustering process. Again, we quantify dgreement between the output resulting from

applying the CP method to a pair of religions dinge and the classes provided by the experts in
terms of Jaccard coefficient (see Chapter 3, Stibse8.3.2).

Given that the CP method produces probabilistidt®sdustering, we had the option of using the
“soft” Jaccard score variant. However, the scqexiuced by the soft version were similar to the
standard Jaccard scores obtained from a “hardecedfiguration (i.e., the “soft” scores did not
reflect the potential added value of identifyinglrenulti-assignments or ambiguities). We therefore
used the standard version applied to the hard garafiion resulting from assigning each elemertt
the clusterc with highestp(c|x), but the expert data was considered probabilisticases of multi-
assignment (as explained in more detail in Chapt&ubsection 3.3.2.1) similarly to the way the IB

method was evaluated (as a baseline) in the prewbapter.

One further aspect regarding Jaccard scores, wbkidghdependent of the hard versus soft issue
discussed above, refers to the adaptation of thieesdo the cross-partition clustering setting.thi@
previous chapter, we used a version specificalppsetl to coupled-clustering. This version counts
only cross-subset pairs, while discarding the withibset pairs altogether in a manner resembliag th
actual calculations conducted by the coupled dliigenethod, which relies solely on between-subset
similarity values. Since the cross-partition agmto of this chapter is essentially centroid-baset] a

as such, can be viewed as oriented towards cluatewsholes rather than towards the cross-subset
associations set by the output configuration (Gérapt Subsection 3.3.2.1), we found it appropriate

apply here the standard version, which counts bittiin-subset and cross-subset péirs.

® without specifying the detailed scores, we dertba the Jaccard coefficient version adapted topleal
clustering produces in general higher scores inuatiag the CP method results, but the differercadt as

noticeable as it is for the coupled clustering aisscribed in Chapter 4.
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Expert I: Buddhism vs. Christianity Expert I: Buddhism vs. Hinduism

Expert I: Buddhism vs. Islam

Expert I: Christianity vs. Islam
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Figure 5.11 The religion keyword cross-partition clusteringuis evaluated relatively to the expert
classes. Jaccard scores are shown for clustereraménge from two to 16, for all 17 cases: ten by
expert I, four by expert 1l and three by expert Mhe algorithms in use: different versions of @R
clustering method with differenm values (the plain version with=0.48, CR, with /7=0.83 and

CPy with 7=0.83), the Information Bottleneck method and the Infation Bottleneck with Side

Information (with y=0.07). Note the different scale used for the “Expdrt Christianity vs.

Hinduism” case, marked by a dotted frame.
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The results of the experiments from all 17 testesaare displayed in Figure 5.11.A. The variations
on the CP algorithm are demonstrated through thiréiee different versions: CP (with= 0.48), CR

(with 7=0.83) and CR, (with 7=0.83). The other methods represented in Figure 5.El ar
Information Bottleneck method and the Informatiostteneck with Side Information (witp=0.07).

As already demonstrated, the CP method can beeappdi data pre-divided into more than two
subsets. Hence, apart from the 17 pairwise testscave also tailored a triple Christianity-Islam-
Judaism keyword classification, based on the pagwross-religion comparisons provided by expert
lll. Similarly, we tailored also a configuratiori term classes involving all five religions, baseu

the contribution of expert I. These configuratiovere used for evaluating the performance of the CP
method on data pre-partition into three and fiviesstls. The results are displayed in Figure 5.11.B.
As in the coupled clustering case (Chapter 4), rtbmbers of clusters indicated by each expert,
denoted by dotted vertical lines in Figure 5.11,nd predict the actual number of clusters in the
highest scored configuration. Thus, the targetlmemof clusters was not assumed known, so that a
whole range of output configurations of two to 16sters is scored. Figure 5.11 demonstrates that
those CP versions using no prior or prior of omelki CP (withr =0.48) and CP (with 7=0.83) —
perform better than the GPversion (with relatively highy=0.83) using both priors. All CP

versions, however, perform better than the 1B &%l methods.

As discussed before (Section 5.3.3.2), parameteesautside a certain range prevent some of the
examined algorithms from converging to sufficientiyany clusters, or direct convergence to smaller
number of clusters than the desired number. Inexqreriments, we used parameter values that
allowed the formation of 16 clusters for all dataseThe existence of such parameter values is not
obvious, as the datasets involving different pafrseligions differ from one another to much higher
extent than the synthetic datasets (Subsectiot)5.4However, it was not hard to finglvalues that

worked well for all religion datasets.

Table 5.3 specifies, separately for each of sewvexamined methods — CP, IB/IB-SI, and coupled
clustering with the multiplicative cost function l{&pter 4) — an average over the 17 mean-values
obtained by averaging over the range of examinedbaus of clusters. As the table shows, the
various /7 values that we tried yielded results that wereilamon average, with the exception of
slightly deteriorated performance by the,Ciersion with the highen value (which is in apparent
agreement with the results of the synthetic expeniisy Section 5.4.1). In contrast, the highest
value that worked reasonably well for the IB-SI esiments, 0.07, was not sufficient for producing
the desired number of clusters in the five religmase (note that this value is far lower than the

optimal values in the synthetic experiments).
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Table 5.3 Averages, over all 17 religion pair comparisases, of means of 2—16 cluster Jaccard

scores, recorded for the four CP method versicadd) with four different; values.

n=0.48 n=0.56 n=0.67 n=0.83

CP 0.2789 0.2778 0.2829 0.2816

Ch 0.2700 0.2716 0.2854 0.2954

CRy 0.2701 0.2727 0.2820 0.2779

CPhu 0. 2664 0.2733 0.2656 0.2241
Sl (y=0.07) 0.1812
CC (multiplicative) 0.1806
B 0.1634

Table 5.4 Average Jaccard scores over the 17 religion commparvaluation cases. Each case is
represented by the mean value (and, in parenthdsedjest value) of all examined number of
clusters. In parentheses: the average over thesbta® of each case. In the lower part of thiefab
difference values that were not found statisticalbynificant (two-tailed-test with 16 degrees of

freedom significance leveD.05) are marked with an asterisk.

Algorithm Jaccard Score

Means+ standard deviationsf the 17 scores averaged ovebést of all examined numbers of clusters 2—16

CP (7=0.48) 0.2789+0.1283 (0.3540+0.1692)
CPR (7=0.83) 0.2779+0.1319 (0.3452+0.1579)
CPhy (7=0.83) 0.2241+0.0676 (0.2651+0.0809)
IB-SI (y=0.07) 0.1812+0.0525 (0.2214+0.0804)
CC (multiplicative) 0.1806+0.0514 (0.2475+0.0725)

1B 0.1634+0.0472 (0.1889+0.0601)

Means+ standard deviationsf the 17 coupled differences between scores avgesl over pest oj 2—16 clusters

CP-CPh 0.0009+0.02298* (0.0088+0.0610*)
CP-CPy 0.0548+0.0793 (0.0889+0.1282)
Ch - CRy 0.0538+0.0835 (0.0801+0.1055)
CPy - IB-SI 0.0429+0.0583 (0.0437+0.0949*)
Chy -CC 0.0435+0.0518 (0.0176+0.0858*)
IB-SI- CC 0.0006+0.0393* (—0.0261+0.0657*)
CC-1IB 0.0172+0.0489* (0.0586+0.0861)
IB-SI - 1B 0.0177+0.0342 (0.0325+0.0528)
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Along with the same averages over 17 mean-valuableT5.4 specifies (in parentheses) averages
over 17 scores, each of which is the best of allmr@gred numbers of clusters in a test case. In
addition to the five methods exemplified in Fig&rd1, the table incorporates results of the coupled
clustering (CC) method (Chapter 4) with the muitiglive cost function. The lower part of Table 5.4

confirms, based on the same data, the statistigaifisance of the differences between the CP

versions and the IB, IB-SI and CC methods, whichewecorded already in Figure 5.11 and Table
5.3.

5.4.2.3 Agreement between the Experts

Agreement between each two experts that contribewetation data for the same pair of religions is
quantified through measuring the overlap betweendhssifications provided by the two experts,
based on the commonly used terms. Together, thasea total of 16 cross-expert evaluation cases
involving religion pairs: there was one religionrp@hristianity-lslam) to which all the three exfe
generated evaluation data and additional five imligoairs for each of which evaluation data was
provided by two of the three experts. The averdghe Jacccard scores quantifying agreement in the
16 cases is specified in the first line of Table &ame as in Chapter 4). In order to have common
grounds for comparison with the common-term-baggdeaent between experts, terms not used by
either expert were discarded also from the evaluatedersigafter the clusters were formed) leaving

in the evaluated clusters only the terms used hly &xperts.

Table 5.5 The cross-expert agreement Jaccard score, aliihgthe coupled differences of this
score from means over of the 16 cross-expert ogligiair evaluation cases (means over 2-16
cluster Jaccard scores, see text). The methodsiesd are CP, GP, SI and CC. The difference
between the expert agreement and the plain CP ohéthonarked with an asterisk to denote it is not
statistically significant (two-tailed-test with 16 degrees of freedosignificance level0.05) in

contrast to the other differences recorded.

Jaccard Score

Means+ standard deviatiorf®r cross-expert agreement scores

Cross-expert Agreement 0.467+0.2246

Means+ standard deviationsf the 17 coupled differences from expert agreemestaveraged over all 2—16 clusters

Expert agreement CP (7 = 0.48) 0.405(0.062@0.1403%
Expert agreement CR;, (17 = 0.83) 0.293(0.174%0.1552)
Expert agreement Sl (y= 0.07) 0.201(0.26520.208%
Expert agreement CC (multiplicative) 0.202(0.26510.2630Q
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Table 5.5 compares the agreement between expetts tdustering produced by the various methods
examined, evaluated based on terms common to tbeewperts between which agreement is
measured. It is not surprising that the Jaccamtesc obtained based on those relatively few

“consensual” terms are considerably better thamekelts in the previous subsection.

Table 5.5 explicates evidence that, on averagerdbelts produced by the plain CP and theg CP
methods score closely to the cross expert agreemignto a level where the difference is not
statistically significant. Particularly, the CPdailCR, scores are noticeably closer to the expert
agreement score than then the score of any oftttez methods, including IB-SI and the CC methods

and the CR variation as well.

5.5 Discussion

In this chapter, we have introduced and demonstrte cross partition clustering method. In order
to address the cross-partition clustering tasks thethod follows the regularities of the feature
distribution in the data, in much the same manseatame by familiar standard probabilistic clustgrin
methods, such as IB and ID methods (reviewed extelgsabove in Section 5.2). In difference from
the standard clustering techniques, the CP metloodiders an additional source of information,
namely a pre-partition of the data. It turns tiat target regularities in the feature distributiotihose
cutting across the subsets of the given pre-pamtiti are not straightforwardly distinguishable from
the subset-specific information that the CP metkedks to neutralize. Providing the means for
distinguishing the cross-subset part of featur@rmbtion from the subset-specific part is a key

innovative aspect of the cross-partition method.

The initial motivation to developing the CP methads studying the notion of analogy (see Chapter
2, Section 2.2), with which it copes from a novetgpective. Each subset of the given pre-partition
of the data represents one of the several systatwgebn which analogy is drawn. Our method
stresses those attributes that are common to #legired systems within a framework similar to that
of standard feature-based data clustering, whisb atalizes additional constraints related to the

target of identifying a correspondence betweersyséems.

The maximum entropy principle plays in the CP mdthdkey role in interleaving the principles that
direct the CP task within one iterative loop. Titeeative loop of the CP algorithm is divided toatw
parts, each taking care of one of two principlesmiing clusters based on the relevance feature
distribution and ensuring that formation of cluster carried out independently of the pre-partition
subsets. Accordingly, the maximum entropy prireiglalso applied twice. The fact that the itemti
loop of the cross partition algorithm realizes sapay, through different update steps, two differe

directions has to do with our inability to spec#ycost function that is minimized by the cross
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partition algorithm as can be done for many otledted methods (such as the information distortion,
information bottleneck and information bottlenecikthaside information methods; all reviewed above

Subsections 5.2.1, 5.2.2 and 5.2.3).

As mentioned, the core idea of the CP method'sigtigoic mechanism lies in the step implementing
feature-cluster re-association (Subsection 5.3.2Bhe associations of the characterizing features
with the formed clusters are biased so that thesecéations becomiadependenbf the given pre-

partition of the data.

The IB-SI approach (Chechik & Tishby, 2003; Subsect5.2.3), which we consider a natural
alternative to our method, can be understood inlairterms. In the way we implemented the IB-SI
method (5.4), with the set of pre-given subsetl&leur W variable) taken as the set of “negative
features” (the IB-SI'sy” variable), the IB-SI method aims at overall derelation of the formed
clustersC from the information regarding the given pre-gaoti. AsY" andY are correlated to some
extent (otherwise there is initially no problem)ck global treatment t6 implies that de-correlating
the unwantedC-Y~ association seems to affect undesirably the wa@ta@l association and vice
verse. In distinction, the CP method de-correltthesassociationdbetween features and the formed
clusters, i.e., the detailé€tY joint distribution, from the pre-partition. Thaty, the relation between
C andY is selectively focused on those regularities that acrossw, which fits our target more

accurately as verified by the empirical results.

The IB-SI method, like the ID and IB methods (Sattb.2) and in distinction from the CP method,
incorporates all its underlying considerations|uding the target de-correlation between the set of
“negative features” and the formed clusters asudised above, within a single cost term (Eq. 5.13).
This seems to be advantageous from the point o¥ wieclarifying what the method aims at. The
behavior of the CP method, namely convergence andteady state involving several equations is
more complex and less intuitive to describe. TiRen@thod, however, consistently outperforms the
IB-SI and the other tested methods in the crosstipar clustering experiments we have conducted.
This empirical superiority might suggest, for imsta, a potential utility in expressing each onéhef
considerations underlying a composite task throagdifferent term and seeking a solution that
mutually constrains all terms relatively to one thieo rather than optimizes an all-encompassing cost
term. Of course, such direction is yet to be fdated and examined in general terms — the CP

method only exemplifies this option.

One further aspect in the comparison between th8lIB the CP approach is that both iterative
algorithms are not guaranteed to converge (paatilgylthe iterative 1B-Sl algorithm is not guaragde

to minimize the IB-SI cost term). Neverthelesg @P iterative algorithm have shown an empirical
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advantage throughout our experiments in being nadeeant to changes in its parameter values, while

the IB-SI requires tuning its parameter within aren@stricted range for optimal performance.

The CP method improves significantly also relagiviel the coupled clustering method introduced in
the previous chapter. The coupled clustering ntetio a heuristics that is bound to some
oversimplifications, most notably the assumptioragjiven similarity measure and the restriction to
utilize only between subset similarities. The Cetmod not only utilizes the data more directly and
thoroughly, but it does so in a more principled manbased on considerations of maximizing
relevant information and the maximum entropy pphei Comparing the empirical results of the two
chapters, we notice the difference in the Jaccawdes resulting from the two methods. Furthei als
the demonstrative examples show, to the best ofugigment, that while the CC results give an idea
regarding a seemingly random selection of themes #éine part of the religion domain, the CP
outcome provides much more of an exhaustive arehbeat sub-topical picture of the whole domain.
The CP method reveals meaningful constituents tbaiur understanding, indeed can be considered

as the main building blocks of religion along vasaesolution levels.

We conclude this chapter with a remark regardimgpthorred versus the non-priorred versions of the
CP algorithm (Subsection 5.3.4). Including prialew the formation of clusters of more diverging
sizes, while the lack of priors poses a bias towd#né limit of uniform distribution of elements ove
the clusters. On one hand, it can be argued thapme well-motivated information theoretic sense
the methods that apply prior reveal what is “réallythe data. On the other hand, allowing small
clusters along with large ones gives rise alsantallsclusters that are the result of “noise” ratthem
“true” information. Our conclusion is that it mighe worth to include priors in cases where ther i
reason to believe that the process is going toucaghe “true” underlying structure very accurately
If this is the case, the utility of using a priarintensified as far the (“true”) distribution dements
over the clusters is from uniform distribution. skems, however, that in many real data clustering
applications high purity level cannot be grant&tle believe that the superiority of the non-priorred
version of the CP algorithm in our religion compan task demonstrates well the widespread case
where it is better not to apply any type of prigklso in the synthetic experiments the non-priorred
CP algorithm lost its superiority in settingshadth imbalanced configuration and relatively low level

of noise (see bottom left hand side of Figure 5.9).
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Chapter 6:

Discussion and Further Directions

In this work, we have defined and studied a hewipasrised computational learning task: automated
identification of correspondences across a daja®etivided into several — two or more — subsets.
We have developed methods that accomplish thisaandkwe have demonstrated them on synthetic
data as well as on real world data extracted frorannotated texts. As our methods are introduced
using general formulation that does not depend tueir tapplication to texts, our approach is

potentially utilizable for a wide variety of realewd problems. At the same time, it opens new
perspectives on the analogy making task, whichbleas typically associated with cognitive concepts

and mental processes such as discovery and creation

Our work extends the data clustering task, in a wagt enables coping with analogy or
correspondence identification.  Correspondences ideatified by way of assigning together
corresponding elements from different subsetstimosame cluster. As we have emphasized (Section
3.1), the straightforward application of a standelustering technique would not address well the
above task. This is particularly true when eaclthef pre-given subsets given as input is relatively
homogenous and overall not very similar to the othésets. In such cases, a standard clustering
method would tend to produce clusters with elemeessricted to a single subset. Our results,
however, demonstrate the capability of modifiedstdung techniques to reveal correspondences

between the subsets as required, rather than sspsefic themes.

As mentioned (Subsection 2.1.1.2), the data clugtgroblem is formally ill posed. In practicegth
quality of a proposed solution for a specific isessed in terms of the requirements of the specific
application. Our modified data-clustering problesrsubject to the same type of ambiguity and, in
fact, the potential source of ambiguity is evenpeeaon. While ambiguity in the original data
clustering task results from the lack of a definitéerion for how elements should be grouped
together, the extended task adds on top of thadtanpal ambiguity regarding constructing the
matches across two or more given subsets. In spibeing formally ill posed, the data clustering
task has been studied extensively. We hope ourtaskvwould be recognized as a useful tool that

deserves further study just as the standard dasiecing notion on which it is based.
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We have developed two different data-clusteringetbagsomputational methods that identify
correspondence across several given subsets oélgatents. The first of whiclkepupled clustering
(Chapter 4), is based on a recent cost-based pairalustering framework. In this setting, the
distributional data representation that is typicgiven needs conversion to pairwise similaritidie
second methodgross partition clustering(Chapter 5), extends clustering methods grounded o
information theoretic accounts and is directly lolase co-occurrence distribution. Each of these two
methods bases its strategy on few principles, ipémta to the essence of the task of identifying

correspondences.

There are several advantages to starting from stgdy setting based on deterministic (“hard”) data-
clustering, as we have done in Chapter 4, rathan tthe probabilistic or “soft” variations.
Deterministic clustering is technically and concegly simpler and it constructs more definite and
easily interpretable clustering configurations. eTdoupled clustering method restricts the simifarit
values generally considered by pairwise clustenmgghods to similarities of elements that are not in
the same subset (“between-subset similaritiest)is thus guided by the working assumption that
information within a subset is not supposed to ichgdrectly the correspondences formed across
subsets but, rather, the information resulting freomparing two subsets, i.e., similarities between
members of the different subsets, should be thdorfato consider in constructing such
correspondences. This assumption motivates the oréginal mechanism underlying the coupled
clustering method: the cost-function that we haxeppsed Ki*, Eq. 4.14), which incorporates two

complementary principles. The first one is theartydng principle of pairwise clustering in general
A cluster should contain elements that are sintidlaone another.
The second principle turned to be the underlyirggidf the coupled clustering method:

In order to be formed, a cluster must exceed sawa bf prominence in both subsets
(as opposed to a cluster that is overall more praant, but most of its members are

concentrated in one of the subsets).

This second direction is realized through a gedoatean term that is used for calculating average

similarity in each cluster.

In summary, the coupled clustering method is aeratraightforward elaboration on the standard
cost-based pairwise clustering setting, which oelstricts the collection of similarity values under
consideration to the collection of between-subssilarities. The essential drawback of the coupled
clustering method might lie in its presumed workiagsumption. It is probable that similarities
between elements of distinct subsets are more it@pofor the emerged correspondence, but the

policy of restricting the attention to these simitlas is, in retrospective, just a preliminary gbu
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direction. The coupled clustering method does asmommodate studying further this axiomatic
assumption, so the questions of whether and to vek&gnt the non-considered within-subset
similarities are utilizable for the task of constiing context-dependent correspondences remain open
In addition, the intermediate stage of calculatpajrwise similarity implies yet another source for

loss of information, which could have contributedhe revealed correspondences.

The cross partition data clustering method, intogduin Chapter 5, extends coupled clustering along
several aspects: it enables the identification mfespondences across more than two pre-divided
subsets, and it produces probabilistic rather ttheterministic clustering output. It also saves the
intermediating similarity calculation stage, aselies on vectorial (probabilistic) representatasrthe
data, which is the original format of the data imny cases. Like coupled clustering, the cross-
partition clustering method follows two guiding peiples. The first of which is the underlying idea
of probabilistic centroid-based clustering (Subisec?.1.4.6):

Clusters are formed around feature-distribution édsentroids.

(The centroids are averaged over individual digtidns of members in proportion to their
membership probability, and thus expected to apprate the feature distribution for the

cluster elements). The other principle is the nmaivel idea in the cross-partition method:

The formed associations between the clusters arel fé#ature distributions
characterizing them should maintain independencenfthe given pre-partition to

subsets

In order to illustrate the kind of impact this miple has on outcome resulting from the first pipre
(that is, standard probabilistic clustering), assuhat some features distinguish well between group
of elements within one of several pre-determinduksts, while having no discriminative value within
other subsets. Such features aot expected to direct the formation of cross-pantitausters, as
they would push toward clusters made of elemerstsiceed to one subset. Rather, features that push
towards inclusion of members from all subsets imes@luster are expected to guide the formation of

clusters, even if overall they are not as salient.

This direction is analogous to the second princgueling the coupled clustering cost term. Both
give rise to a geometrical mean term. In the cediptlustering case, the scheme involving
geometrical mean has been justified by the intaitdirection of keeping both cluster parts of a
considerable size. However, a restrictive workésgumption such as the one taken by the coupled
clustering method (restricting attention to betwesibset similarities) is not present in the cross
partition framework. As a rough equivalent to coupled clustering restriction, we mention the use

of the maximum entropy principle, which is appliexd highlight the constraints posed by the two
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principles above. Rather than posing some indisss regarding where to look for the desired
information, the maximum entropy principle enfor¢ee assumption thatothingis known beyond

constraints derived from the stated guiding prilesp

There are several technical matters in the crog#ipa framework that need to be studied further.
For example: clarifying the role of the externalrgraeters § and £) and their interplay and
understanding how the number of pre-given subgéf £ especially when this number is large —

affects the behavior of the algorithm.

An optional direction, where the CP method can bactrally applied is identifying repeating
themes, or “roles”, in topical news articles (whistdirectly related to the task of template indurect

for information extraction We did a preliminary investigation in this ditien at earlier phases of
the research (Marx, Dagan & Shamir, 2002). Thesnanticles that we examined were focused on the
topic of terrorist attackslIn this domain, the target roles — the organizatimat carried out an attack,
the location, the weapon used and so on — aredlpiaddressed by different terms in each article.
We applied a method that clustered together tesssceated with each different role. Thus, each of
the generated clusters reveals a correspondenegsatie given articles, which may underlie a slot i

an information extraction template.

A related direction currently being implementeceidending the cross-partition framework to semi-
supervised learning. As we indicated (Subsecti@rb23), several recent works proposed to constrain
(or “to seed”) data clustering, e.g., by pre-speed lists of element pairs that must, or must not,
share a cluster. This idea can be adapted tonfoemation distortion and information bottleneck
methods, as well: if assignment probabilities ahsadata elements are pre-specified (or constrained
in other ways), a straightforward modification bétalgorithm would minimize a cost term just like
the original methods do By the same token, also the cross partition éwork can enable pre-
specifying, or constraining, assignments of somthefelements. In an ongoing project, we study a
setting where the assignments of all elements efadrihe pre-given subsets are known, so this subse
forms a training set, while elements of the othdyset are assigned to clusters as in the origiRal C
method. The idea mentioned above of applying tl&imum entropy principle to highlight these
additional constraints through separate iteratipdate steps is incorporated as well in the same

project.

! This can be verified with slight modification afrhmas 5.1 and 5.3; specifically, the sums in E§8) (and

(5.11) should be modified to reflect the constrdiagsignments.
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In this work, we have approached a task relatel walfitstract cognitive functions — construction of
correspondences and analogies — through a simpasan of the elementary data-clustering setting.
We see our success in coping with a seemingly deaipt task by means of a relatively simple
setting an appealing aspect of our work. Thereadditional unsupervised tasks, however, which aim
at constructs more complex than standard clustefimgexample Bayesian nets, or graphical models.
As mentioned, the information bottleneck methodcdbed in Section 5.2 has already been
generalized to producing more complex types of tans fnultivariate information bottleneck
Friedman et al., 2002). Extending the cross pamtitlustering method along the same direction
would form a natural and interesting continuatidnttee current work, which might lead to more

insights regarding analogy making and related tasks

This work provides an original perspective on ttuglg of analogies. Analogy making is one of those
slippery tasks with no consensual pre-given definitor characteristics, but very central to
intelligence and creativity. Each one of the emgspproaches to analogy making indicates diffieren
aspects of analogy as the essential ones (as afethjh Section 2.2, and discussed a bit further
below). In fact, there is a deep disagreement watfard to what are the considerations that urederli
analogies in practice (see for example Ch. 4 instéalter et al., 1995). Suggesting a computational
framework applicable to this notion, as we haveemafited to do here, has been a fascinating
challenge, even though it is clear that such suggess not going to achieve consensus among

researchers in the field.

Our approach to analogy making relies on word cagence distribution in the given data, rather
than on hand-written rules or pre-coded data reptasion of the type used by some previous studies.
This approach thus bridges between cognitive mtitina and observations regarding analogy
making and the familiar vector model, which hasrbegtensively used for practical tasks such as
similarity assessment and classification. The datstering task on which our methods elaborate can
be seen as a basic “cognitive” tool for conceptaliery. Our work takes this general tool and aslapt
it to discovery of concepts that form an analogy ather non-trivial context-dependent

correspondence.

The setting underlying our computational approackadnsiderably different than previous views of
analogy making. As noted above, the two methods e introduced ascribe the correspondence
being formed to interplay between two differentnpiples. In coupled clustering, these are shared
pairwise similarity (across subsets) and simultaseprominence of the formed cluster in both
subsets. In the cross partition method, the upitherlfactors are communal feature distribution

patterns and their independence on the pre-partidoiable. To the best of our knowledge, the £ros
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partition framework is the first to characterizerespondence formed across several subsets in terms

of statistical independence.

Previous works have considered other issues asateéatanalogy making. Analogy is ordinarily
conceived as a means for problem solving (“anakldgieasoning”), an aspect on which we have not
focused here. The mapping of relational strucisir@ crucial conception at the core of the structur
mapping theory (Gentner, 1983), but our method dm¢selaborate on this aspect as well. Further

developments of our framework might aim at capand emphasizing relational structure.

Several other works also considered the retrievablpm: identifying the optimal object, which
would allow the construction of an analogy to aegitarget object (Forbus, Gentner and Law, 1995).
Our work does not address this point, as well: waméne two or more given element subsets,
without accounting for how these subsets, or tlstesys they represent, have been chosen at the first
place. The approach that we have introduced, hemvévformulated in a general enough manner to
allow the incorporation of aspects such as the almnes. For instance, in order to compare the
quality of several candidate analogies, we miglat esst-related criteria (in coupled clustering), or
examine the dynamics of the algorithm (in crosdifpan clustering; e.g., assessing the quality of

candidates according to tjfbsalue required for producing a fixed number ofstius).

There is a notable aspect that has been raisedhby authors, particularly Hofstadter et al. (1995)
which our approach seems to address in some stresemergent and fluid nature of the formed
solution, which has to do with mental processesreétion and discovery. In some resemblance to
the Copycat program (Subsection 2.2.2), our clusienechanisms are based on aggregation of local
changes that gradually evolve to a global solutddrthe problem at hand, while a temperature
variable gradually introduces a more deterministafiguration. Further, our approach allows the
formed solution to depend greatly on the contdithen a particular subset is matched with different
subsets, different themes might be revealed angethpnto one another, in distinction, for example,
from an approach that first clusters each subsé¢pendently and then map the independently
clustered subsets onto one another. In this respgavell, our approach accords with Hofstadter et

al.'s view regarding the context dependent natliemalogies.

The computational mechanisms that we employ arenéiafly simpler than the ones suggested by
Hofstadter et al. (refer to Subsection 2.2.2.2) &edce they are more liable to inspection and
analysis. Hofstadter et al. advocate restricting $cope of investigation to artificial toy probem
allowing “looking at a problem together with itsalto’ of variant problems” (Hofstadter et al., 1995
We have started with an approach that is inheresithpler. Thus, our approach might capture the

analogy making problem only partially (though hayjotential to incorporate more aspects later on).
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Particularly, our methods at their current stagghnilack some subtleties addressed within the
Copycat program. On the other hand, the principtadputational machinery that we suggest allows
cleaner demonstration of the impact of systema#aaipulations on the input (see description of our
experiments with synthetic data, Sections 4.3 addlh Yet, without getting to the complex isstdie o
how to evaluate and compare analogies, we think dba method captures something of their
emergent and fluid nature. And above all, the masable advantage we recognize in comparison to
previous methods pertaining to analogy making ésithmediate applicability of our methods to real-

world problems and data.

In this work we have demonstrated our approach Ijnaimtextual data. With no prior specialization
or training in the study of religions, our programs able to identify analogous factors shared by
several religions in varying levels of resolutidapiritual” versus “establishment” dimensions in a
coarse view and aspects such as “sacred writirigig, and festivals” and “sin and suffering” in a
more detailed level. These findings are in apdaagneement with previous specialized comparative
religion studies that are based on a systematiqacable approach. For the purpose of systematic
evaluation, we have measured the overlap betweeroutcome and religion-related term clusters

provided by experts and found their match veryekasthe level of agreement between experts.

Co-occurrence data and, more generally, data itouatrepresentation are very common in many
fields: artificial vision, biology, psychology armbmpetitive intelligence, to mention just a few.s A
the formulation of the methods introduced in thizrkvdoes not depend on any specific application,

we hope they will be applied in the future to akawariety of problems and domains.
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Appendix A: Religion Data

A.1 The Sub-corpora

Buddhism Christianity Hinduism Islam Judaism
Original corpus size 1.44 (8.66 1.89 (10.7) 12199) 1.51(8.72) 1.56 (9.18)
Lemmatized corpus 0.76 (5.57 0.98 (6.71) 1.2638. 0.77 (5.38) 0.83 (5.87)
size in millions of word tokens (megabytes)
# documents 58 44 44 52 44
Encyclopedic entries 8 8 8 8 8
FAQ files 4 4 4 2 5
Online periodicals 4 4 1 6 5
Other web-sites 42 28 31 36 26
online books

The sub-corpora used for this work contain the suipora used by Marx, Dagan, Buhmann and Shamir

(2002), extending them by 25-50%.

Inclusive documents have been chosen: ones thentesly refer to a religion as a whole, ratherntha
being pre-limited to a specific aspect or scholdhis way, we have tried to create sub-corpora atga
character that repeatedly refer to a variety oéetspon roughly the same level of detail. This esathe

practice of filtering out key-terms appearing ossléhan four documents somewhat more reliable.

Some of the documents have been created as a wiesgweral pages appearing on the same Internet

site. For example, each “online-periodical” docatneonsists of up to tenth of individual articles.
We have made efforts to exclude texts that litgnadpeat over different web pages.

The use of a POS tagger and lemmatizer is alsoraktively to Marx et al. (2002). There, filterirg
function words was controlled by a pre-determirietd IHere, we have identified content words byirthe
part of speech, leaving only the lemmatized noumslding names), verbs, adjectives and adverbs.

Numbers tagged as cardinal or ordinal numbers vegrlaced by-card~and~ord~ signs

Some of the most prevalent alternative part-of-shbdags have been attached to the lemmatized word
tokens. For examplepean/Vstands for occurrences of the lemma ‘mean’ taggea verb, whilenean
stands for the noun sense, which is more prevaléhin our sub-corpora, as well as for any othet pa
of speech that the tagger has (erroneously) atfaichthe same lemma. Other tags/&féor names or
nouns andJ for adjectives and adverbs. The alternative &gsattached whenever the alternative

repeats 50 times or more (in all sub-corpora).
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A.2 The Features

For each specific cross religion comparison, tlauiees used — i.e., counted content words co-ldoatt
the clustered key-terms — are those occurring th bompared sub-corpora (at least twice in eachus)r

The numbers of features used for each comparison:

Common to all 5 religions: 6796 Christianity, Islam and Judaism: 7768
Buddhism and Christianity: 8717 Buddhism and Hinduism: 9905
Buddhism and Islam; 7973 Buddhism and Judaism: 8735
Christianity and Hinduism: 10410 Christianity and Islam: 8604
Christianity and Judaism: 9641 Hinduism and Islam: 9438
Hinduism and Judaisn): 10454 Islam and Judaism: 8563

Following is the list of the 58 features that aneoag the 100 most common features in at leastdbtine
five sub-corpora. The numbers in brackets indita¢enumber of joint occurrences in which the feais
involved (in order to calculate(y) for any featurey within the configuration incorporating all sub-pora,

one should divide the number in brackets by th& wiunt of co-occurrences in all sub-corpora):

have (99303), not (71697), god (54503), do (42993), one (36608), say (30779),

life (25722), man(20262), other (20243), people (20219), make (19733), only (19065),
give (18919), come(17978), world (17579), so (17402), time (17059), also (17020),
being (16685), ~card~ (15591), many (15433), as (15258), way (15077), know (15029),
more (14830), see (13531), then (13507), word (13203), day (13160), go (13115),

first  (13014), take (12690), most (12570), become (12336), good (12277), even (12273),
great (12037), believe (11307), human(10786), call (10656), out (10527), year (10076),
live (9990), find (9937), own(9877), such (9575), use/V (9260), book (8928),

very (8889), up (8880), two (8875), person (8411), mean/V (8386), now (8271),

state (8194), same(8149), bring (8135), teach (8050).

| The total co-occurrence count in the corpus (all sub- corpora): 4892150 |

The rest of the 100 most common features withirh @adividual corpus follow. The numbers in bracket
indicate the co-occurrence count within the indinbcorpus. In order to calculate feature proligbil
conditioned on the corpyxy|X) for any featurey one would divide the bracketed number by the total

number of co-occurrences within the corpus, whigbear at the end of each list.
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Buddhism

buddhist  ( 8452),
mind ( 3036),
tradition

just  (1622),
religion (1490), en
lead (1430), nature
term (1352), text
different (1214),
well (1168), school

(1866),

buddha (7601),
meditation
thing (1774),
religious

(1343),
part

buddhism (6470), practice
monk ( 2068), path (1949),
right (1733), truth (1717),
death (1586), action (1569), understand (1538),
(1468), sense (1467), follow (1448), teacher
(1426), order (1421), think (1385), three (1372), other/N
spiritual (1295), experience (1284), form (1269),

(1202), arise (1200), existence (1199), sangha (1174),
(1165), four (1163).

(3344), teaching
suffering  (1869),
develop (1678),

(13236),
(2307),

(1620),
lightenment (1439),

(1357),

The total co-occurrence count in the corpus: 812850 |

Christianity

christ
bible
(3251),

jesus (15446),
holy (4918),

christian/J

tell  (2803),

heart (2513),
get (2334),
love (2151),
scripture

prayer
baptism

(2062),

(4260),

speak (2803),

law (2144),
testament

(14275), church (7144), lord (6303), sin (5438), son (5041),
faith  (4226), thing (3833), christian ( 3740), father
save (3131), gospel (3127), death (2993), heaven ( 2954),
power (2700), work (2655), just (2609), paul (2539),
john (2430), salvation (2415), write (2393), name/(2339),
think (2268), ever (2240), body (2232), receive (2211),
child (2143), therefore (2078), holy/J (2067),
want (2021), die (2009).

(3693),

(2472),
(2277),
grace (2144),
(2035),

The total co-occurrence count in the corpus: 1281079 |

Hinduism

hindu (10614), india
religious (2854), s
lord (2535), child
vedic (1943), sri
form (1689), school
philosophy  (1617),
dharma ( 1581),
sacred (1475),
high ( 1420).

(2387),
(1864),

nature ( 1534),
new ( 1473),

(5554),
piritual

hinduism  ( 4262),
(2835), indian

religion (3975),
(2748), yoga (2672), worship (2612),
soul (2204), ancient (2160), family (2097), -culture
body (1835), mind (1774), include (1726), part (1725),
system (1644), swami (1627), krishna (1625),

(1607), knowledge (1590), different (1586),
vedas (1519), karma (1502), practice (1480),
place (1452), ritual  (1449), today (1447), scripture

temple (3529),
(2067),

(1681),
tradition

(1423),

The total co-occurrence count in the corpus: 1002100 |

Islam

allah  (12391),
messenger (3254),
law (2207),
prayer (1973),
verse (1842),
order (1573),
accept (1367),
truth  (1319),

musli
heart

fast
right/N

prophet
islamic
woman( 2132),

accord (1570),

(8795), islam
(13097),

(7799), muhammad 4130), muslims (3980),

religion (2994), follow (2663), muslim (2483),
belief  (2079), worship (2078), faith (2058), reveal (1975),
m/N (1965), ask (1903), knowledge (1844), peace (1843),

(1749), holy (1685), true (1658), revelation (1612), jesus (1587),
create (1484), name(1442), qur~an (1429), fact (1406),
send (1357), thing (1333), lord (1333), message (1322),
place (1293), last (1292), believer (1287), well (1275).

(1359),
(1300),

The total co-occurrence count in the corpus: 913241 |

Judaism

jewish  (10726),
israel  (3456),
prayer (1793),
commandment ( 1604 ),
just (1438), include
speak (1350),
reform (11305),
well  (1206),

torah
woman( 2562),
community (1738),

synagogue (1348),
movement ( 1275),
rabbinical

(6557), rabbi (4150), judaism (3666),
jew (2328), moses (1940), child
temple (1723), religious (1706), write (1687),
create (1585), part (1569), tell (1514), land (1511), begin (1507),
(1421), place (1396), talmud (1352), spiritual (1351),

tradition (1336), new(1330), father (1313),

service (1259), accord (1238), abraham (1238),
understand  (1199), jerusalem (1192).

jews (3541), law (3482),
(1935), name(1845),

(1206),

The total co-occurrence count in the corpus: 881569
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A.3 The Clustered Keyword Sets

The sizes of the keyword sets are as follows:

Buddhism — 227; Christianity — 235; Hinduism — 1&fam — 221; Judaism — 232.

The whole sets can be seen in the results Appdaditere, the clustered keyword sets are exemglifie

through arbitrarily chosen ~10% subsets (we hawkepi elements number 1, 11, 21, ...

and so on,

according to their lexicographic order). Along lwikach element, we indicate its three most pronhinen

features that are not included in any of the abiste of common 100 features per corpus. The iddad

feature lists below demonstrate well the informationveyed by the thousands of features that areanyp

frequent.

Each feature is preceded by its relatark in terms of number of co-occurrences with the

particular element. The bracketed numbers, th#tdscount of joint occurrences, divided by the ltota

occurrence count of the elemengives the respective conditional probabilifggx). The total number of

X co-occurrences divided by the total number of codorences within the corpus (or within all sub-

corpora), which has been indicated previously, githe probabilityp(x]X) (or p(x)).

Buddhism
| Key-term | Features (co-occurrence count) | Total cou |

Abbot 2.monastery ( 13) 4 here ( 7) 7.there ( 5) 461
Asceticism 4 five (1 33) 8. wander ( 20) 13. austerity ( 16) 2307
Being 6. sentient ( 200) 13. living ( 122) 35 happiness ( 77) 24953
Burma 1. thailand ( 36) 2. lanka ( 35) 5. cambodia ( 15) 795
conditioning 3. process ( 9) 4. consciousness ( 8) 5. condition ( 7) 544
Discipline 2.rule (- 31) 6. monastic ( 27) 7.code ( 21) 2683
Emptiness 3. phenomenon ( 25) 5. realize ( 22) 8. realization ( 20) 2132
Family 6. friend ( 30) 10. leave ( 24) 11. member ( 20) 3239
full~moon 1. month ( 26) 3. moon ( 15) s.night (12 505
Hinduism 15. caste ( 13) 23. principle ( 9) 24. orthodox/J ( 9) 2194
Karma 5. result ( 91) 6. bad ( 79) 8. rebirth ( 71) 7730
Liberation s. achieve ( 20) 9. insight ( 20) 12 attain ( 19) 2754
Meet 10. group ( 17) 13.need ( 16) 28 attend ( 12) 3041
noble~truths 6. suffer ( 47) s.noble ( 44) 10. cause ( 36) 2937
Phenomenon 1. mental ( 34) 3. emptiness ( 29) 4. physical ( 27) 2472
psychologist 2.modern ( 7) 4. philosopher ( 4) s.view ( 3) 311
Robe 1. wear (- 35) 4. bowl (' 18) s.yellow ( 14) 1297
Sanskrit pali (44 s. language ( 24) 9. translate ( 17) 1616
Society 5. individual ( 32) 7.social ( 28) 14. member ( 20) 4698
Student 4. western ( 18) 10. master ( 13) 14.zen ( 11) 1806
Text apali( 67 s.early ( 55) 14. group ( 36) 7680
Universe 8. phenomenon ( 19) 16. everything ( 16) 18. entire ( 15) 2566
Wisdom 2. compassion ( 100) 5. perfection ( 63) 12. virtue ( 38) 6313
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Christianity

| Key-term | Features (co-occurrence count) | Total co |
Abraham 2.promise ( 91) 4.seed ( 50) 10.isaac ( 32) 2866
Association 4. unitarian ( 9) 7. evangelical ( 9) 8. universalist ( 8) 668
Believing 32. baptize ( 75) 43.ye ( 60) s50. reason ( 55) 19264
Cardinal 2.bishop ( 13) 3. pope ( 10) select( 9 285
Confess 11. forgive ( 30) 19. mouth ( 22) 27. faithful ( 15) 3468
Doctrinal 8. trinity ( 67) 21. christianity ( 39) 26. principle ( 34) 8561
Evangelical 2.theology ( 67) 19. century (- 22) 22.group ( 19) 5851
Fire 1. lake ( 68) a hell ( 48) 6. burn ( 39) 3234
Gift 18. tongue ( 37) 20. christmas ( 35) 21. prophecy ( 33) 5455
Heaven 4. earth ( 268) 14. kingdom ( 100) 18.hell ( 84) 12142
Idolatry 4. forme ( 4) 12.note ( 3) 14. inordinate ( 3) 335
Jew s.gentile ( 40) 12. christianity ( 31) 17.roman ( 23) 5074
Law 9. keep ( 72) 24. divine/J ( 39) 25. break ( 38) 9470
Mary 3. virgin/N ( 40) 6. mother ( 33) 7.joseph ( 28) 2248
Moral 5.goal ( 38) s.evilN( 33 10. acceptable ( 25) 4218
Passage 11 refer (- 29) 12.read ( 25) 14. meaning ( 22) 3843
Pope 5.0 ( 39) 6. bishop ( 33) 7.roman ( 25) 2273
Question 6. answer/V ( 118) 7.answer ( 106) 10. raise ( 45) 8434
Revelation 16. chapter ( 19) 22.special ( 16) a7. divine/J ( 12) 3480
Salvation 21.plan ( 52) 28 eternal ( 43) 32.necessary ( 37) 9720
Soul 8. win ( 64) 20. winner ( 45) 25.immortal ( 36) 7894
Teach 11. pray ( 56) 12. doctrine ( 56) 31. disciple ( 26) 7404
Trinity 2. doctrine ( 66) 16. incarnation ( 17) 20.unity ( 12) 2160
Worship 10. music ( 47) 24.sunday ( 30) 27. praise (  28) 7227
Hinduism
| Key-term | Features (co-occurrence count) | Total con |

Advaitha s.theory ( 5) 13. pure ( 4) 15. doctrine ( 4) 419
Attain 4. liberation ( 51) 12. eternal ( 32) 13.bliss (32 4421
brahma~sutra 1. commentary ( 21) 2.upanishads (15 | s.gita( 11) 293
classical 1. music ( 85) 3. dance ( 58) 9. sanskrit ( 16) 1942
divinity 9. mother ( 81) 17.self (- 59) 22. society ( 48) 12320
festival 4. celebrate ( 51) z.annual ( 38) 9.hold (32 3622
gita 2. upanishads ( 49) 10. commentary ( 23) | 17.sutra (  20) 3349
hymn 2.veda (| 41) 3. collection ( 30) arig( 29 2263
karma 10. reincarnation ( 78) 11. bad ( 73) 13. past ( 62) 9117
mahabharata 1. epic ( 73) s.gita( 23 7.puranas (  18) 1788
philosophy 23.8iX ( 42) 35.science ( 34) 37. upanishads ( 33) 10430
question 3. answer ( 83) s answer/V (72 13. scend ( 25) 4432
rigveda 2.hymn ( 46) s.veda ( 35) s.old ( 19 1929
scholar a.sanskrit ( 30) 4. western (- 30) 14. leader ( 15) 2707
smriti 4.manu ( 15) 5. remember ( 13) 6. literature ( 12) 784
student 5. university ( 55) 1s. learn ( 29) 20. college ( 25) 5771
tradition 22.value ( 52) ss.art( 44) 44 preserve ( 34) 14172
west s.east ( 93) 12. astrology ( 63) 21. eastern ( 42) 11606
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Islam

| Key-term | Features (co-occurrence count) | Total co |
abraham 7.noah ( 54) 10. ishmael ( 39) 12. adam ( 36) 3195
army 3. battle ( 16) 6. fight ( 10) 10. commander ( 9) 1648
bible 20. mention ( 7) 25. statement ( 7) 20. difference ( 6) 1306
christian ss. doctrine ( 24) 44. trinity ( 21) 46. missionary ( 21) 7241
creature 7.creator ( 28) 10. mercy ( 22) 11. universe ( 18) 1880
earth 16. creation ( 34) 20. face ( 26) 21. belong ( 26) 5823
faith 20. article ( 52) 26. deed ( 48) a4 1eject ( 29) 9806
food 1.eat( 57) 4.drink ( 33) 10. abstain ( 17) 2239
guide 12. mankind ( 54) 2. clear ( 36) 24. seek ( 35) 6521
house s.enter (- 32) 7. build ( 28) 11. pilgrimage ( 24) 2838
ishmael 4. isaac ( 20) 7.jacob ( 17) 8. build (  15) 854
kaabah 1. mecca ( 23) 4 build (17 6. house ( 16) 996
marriage 6. wife ( 58) s. divorce ( 42) 16. husband ( 26) 3801
mother 8. wife ( 30) 12. sister ( 26) 23. baby (' 15) 2758
pilgrimage 1 hajj ( 99) 2.mecca ( 77) s.duty ( 38) 3113
purification s.wealth ( 18) 23.alms ( 7) 24. intention ( 7 1343
responsibility 11. hold ( 22) 12.social ( 21) 14. society ( 20) 3145
science 6. modern ( 34) 7. technology ( 33) 19.art ( 18) 4308
social 2.economic ( 78) 4. political ( 72) s.society ( 49) 4999
submission 5. obedience ( 44) ototal (24 13. complete ( 17) 2005
testimony 6. confirm ( 12) 7.bear ( 12) 12. ramadan ( 8) 704
water 7.drink/V ( 21) 8.jug (19 12. down (' 16) 2489
writing 12.read ( 5) s jall (4 16. leaf ( 4) 685
Judaism
| Key-term | Features (co-occurrence count) | Total cou |

abraham 2.isaac ( 92) s.sarah ( 66) 6.jacob (52 5074
ashkenazim s. jewry ( 10) 12. germany ( 9) 15. custom ( 7) 1094
canaan 2.egypt ( 18) 7. israelite ( 7) 9.jacob ( 7) 674
command 12. keep ( 17) 14. love/V ( 16) 17. sanctify ( 16) 2980
discuss aissue ( 41) 14. debate ( 16) 15. chapter ( 16) 3951
europe 2.eastern/N ( 42) s.western/N (- 17) 6. century ( 16) 1476
family 4. member ( 71) s.friend ( 62) 14. home ( 31) 6527
gemara 2.commentary ( 14) 3.together (@) 7.answer ( 7) 620
hebrew 6. language ( 40) 11. union ( 29) 12. hebraic ( 28) 4374
humanity 11. creation ( 7) 14. history ( 6) 20.image ( 5) 1046
esus 4.messiah ( 18) 15. consider ( 7) 19. individual ( 6) 1001
aw v.oral ( 126) 14. custom ( 75) 24. code ( 63) 17337
member 8. congregation ( 32) 12. committee ( 21) 13. group ( 18) 3391
mourn 2. period ( 36) 8. house ( 13) 12. destruction ( 9) 1088
people 27.choose ( 87) 8. egypt( 73) 47.covenant ( 62) 26564
rabbi 8. ben (' 99) 10. congregation ( 98) 1a.1ole ( 89) 21829
revelation 2.sinai ( 27) 6. Ccreation ( 14) 8. divine/J ( 13) 1658
salvation s.miracle ( 8) 9. redemption ( 6) 12. covenant (  6) 776
service 7.healing (54 9. morning ( 50) 16. attend ( 35) 6049
spirit 4. healing (35 w.evil( 16) 26. letter ( 9) 2535
talit 1. wear ( 34) 4.shawl ( 12) s.corner ( 11) 714
text 6. biblical ( 46) 7.read ( 40) 9. meaning ( 31) 5107
wisdom 10. understanding  ( 19) | 15. Solomon ( 15) 26. divine ( 10) 2555
zionism 10.secular ( 13) 12. political ( 12) 16. century ( 10) 1478
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Appendix B:

Examples of Rel

igion Coupled Clustering

Table B.:: Coupled clustering of Buddhism and Christiarkgywords. Cluster labels were added by the
authors. The T8cluster of lowest average similarity is shown &l \m this case.

Buddhism Christianity
1. Institutional Organizations, Different Schools (Ori ginating Places) (0.119308)
asia_ china establish india japan religion america_  catholic church  establish
religious sangha society tibet tradition evangelical jew rome tradition
2. Doctrine / Philosophy / Theology A
begin cause connect consciousness discipline doctrinal history question religion

doctrinal element enlightenment ethic exist
existence history moral phenomenon philosophy
precept question rebirth social study west
word zen

religious theology

3. Sorrow / Suffering, Sin, Punishment and Reward

being death experience find human
man meditation people sense suffer

being believing bible child death devil faith

find god heaven jesus love man people sin soul

suffer
4. Spiritual / Psychological States
anger attain attitude awaken awareness emotion experience  human moral problem
family  focus freedom impermanence karma relationship spiritual
liberation nirvana pain peace perception
physical problem realm relationship root
spiritual universe wisdom
5. The main figures with some of their characteristics /companions
buddha dharma monk practice teaching apostle baptis m father gospel holy holy- spirit

jesus-

L christ john paul prayer prophet salvation
scripture spirit teach word worship write

6. The Written System / Scripture

book  chapter literature  pali-canon
sanskrit scripture sutra text translate
write

author book chapter greek hebrew language
luke matthew new-testament old-testament
passage refer translate writing

7. Elementsof  Narrative A
country disciple house meet member monastery city famﬂz 1erusalem meet member
nun project retreat temple thai ministry school service sunday

8. Elementsof Narrative B

child friend hear master son teacher

abraham angel baptize bless boy face faithful
friend hear listen mother preach savior teacher
voice woman

9. Elementsof Narrative C

animal eat forest kill robe sit tree

animal blood bread earth eat eye fire fish

water home house pay water

10. Elements of  Narrative D

birth- king  prince  siddhartha- birth ~crucifixion disciple isaiah israel king ]

gautama kingdom lamb messiah minister moses perish
predict reign win

11. Institutional Organizations, Different Schools and Traditions (Places)

america burma christian  east found ancient baptist  bishop ~ council " luther

hinduism mahayana north role s cholar organization orthodox orthodoxy protestant

school south sri-lanka Theravada role west

12. Doctrine / Philosophy / Theology B

bodhisattva faith god law authority command commandment confess divinity
flesh forgi  veness foundation dgentlle gift grant
judgment justification law mankind mary miracle
redemption resurrection revelation righteousness
sabbath sacrifice saint sinner teaching

13. Doctrine / Philosophy / Theology C

asceticism concentration eightfold- path — believer guide learn peace repentance

generosity guide intention learn mindfulness
noble speech spirit strength student teach
training

study
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14. Doctrine / Philosophy / Theology D

abhidhamma argue argument author canonical
discourse discussed emptiness english five-
precepts foundation meditator metaphysical

argue argument ethic incarnation
postmodern text theory trinity writer

noble-truths  psychologist  skilful  tanfra

theory vehicle vinaya writer writing

15. Admired / Glorified Qualities

arhat behavior buddhahood buddha- nature atonement  condemnation earthl)é elect
deliverance deva dukkha gift grief heaven expression godly good- work ‘hell humanity
hell humanity karmic- aw painful purity jeremiah  love-of-god  obey- god passion
sacrifice salvation samsara sentient soul punishment reward sake “sinful sinless
unwholesome violence

16. (poor natch)

abbot ajahn amida authority — bhikkhu adultery  apostolic  association  bearing
bodhi-tree branch celebration = ceremony bethlehem cardinal christmas constantinople
conditioning dalai-lama _experiment convert cr  oss easter elijah eucharist found

founder full-moon hinayana instruction founder german  good- friday idolatry
koan korea lama lamen  tation livelihood instruction intercession  john-the- baptist
mandala mantra ~ missionary ordain jordan-river lost mass monk no-other- god
pilgrimage pitaka reincarnation ~“sacred patriarch pentecost pilgrimage pope

sakya samadhi story stupa trade vajrayana priestly reading-bible sacrament season

veda vietnam vipassana worship soul-winnin story  student tabernacle

thomas trade university vatican zion
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Table B.2 Coupled clustering of Buddhism and Christiarkgywords. Cluster labels were added by the

authors. The T8cluster of lowest average similarity is not shown.

Christianity

Hinduism

1. Doctrine / Philosophy / Theology basic principles

being believing death father god heaven holy
jesus jesus-christ love man people sin spirit
suffer word

being child god human man people soul

2. Doctrine / Philosophy / Theology A
history religion religious theology art bhakti caste civilization history language
tradition meditation philosophy question ritual sacred

sanskrit science social south study teach theory
tradition vedas

3. Institutional Organizations

bible book church evangelical find john
write

ancient book find india shri temple west
word write yoga

4. Spiritual / Psychological States

divinity experience human moral
relationship spiritual

attain brahman consciousness discipline divinity
experience freedom idea karma law purity sense
shiva spirituality universe

5. Doctrine / Philosophy / Theology — Writings

apostle argument chapter confess
foundation language prophet refer
revelation scripture study

scripture teaching text

6. Doctrine / Philosophy / Theology

authority doctrinal establish faith
gospel law paul question rome salvation
teach teaching worship

christian dharma faith practice religion
religious society

7. Tradition

america family home meet member ministry
school service sunday

ashram ceremony country dance family
festival foundation ganesh pilgrimage
priest sadhu school student teacher

8. Elementsof  Narrative

animal blood child devil eat eye face
fire soul water

animal death earth fire food kill spirit
water

9. Sorrow / Suffering, Sin, Punishment and Reward

baptism believer birth command flesh
forgiveness gift grant hell holy-spirit
judgment kingdom moses pay peace problem
punishment repentance resurrection reward
righteousness sacrifice season sinner

birth heaven person sacrifice

10. Elementsof  Narrative

abraham baptize bless boy disciple
faithful friend hear learn listen
minister mother prayer preach saint
savior voice win woman

devotee gift guru learn mother prayer son

11. Doctrine / Philosophy / Theology

adultery ancient apostolic argue
commandment constantinople expression
gentile guide instruction isaiah luther

mary matthew messiah orthodoxy patriarch
pope role sabbath teacher theory

translate violence

authority doctrine upanishad

12. Institutional Organizations

Baptist bishop catholic convert council
found german jew organization orthodox
protestant university vatican west

aryan brahmin buddhism found founder jain
muslim scholar shaiva

13. Scripture / Writings

author greek hebrew luke new-testament
old-testament passage text thomas writer
writing

author buddha classical epic gita hymn
indus literature mahabharata poem poet
purana ramayana rigveda story sutra writing

14. Elements of  Narrative A

angel city earth house israel jerusalem
king

demon hero holy indra king krishna rama
sita star sun valley Vishnu

15. Doctrine / Philosophy / Theology

atonement condemnation crucifixion
earthly ethic godly humanity incarnation
justification love-of-god mankind predict
redemption reign sake sinful trinity

atman existence humanity liberation
manifestation moksha rebirth reincarnation
samsara shakti
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Table B.3 Coupled clustering of Buddhism and Christiarkgywords. Cluster labels were added by the

authors. The T8cluster of lowest average similarity is not shown.

Hinduism

Islam

1

being find god india man people religion
vedas

allah god mohamad people prophet quran
religion word

2

caste law religious social society

economy establis

h law moral practice
problem responsibility social society

3

animal art death divinity experience food
human karma meditation practice sacred
shiva soul spirit teach temple tradition
west yoga

being find human life man

4

ancient book language question sanskrit
shri study text word write writing

arab book language religious scholar write

5

dharma faith person

auth

rity believer believing de claration
deed enemy facing faith fast fight forbid

jihad justice mankind messenger peace
punishment question sin teach witness

worship

6

brahmin child devotee family kill mother
son

brother child death father friend home
husband marriage mother sister son wife
woman

7

gita guru scripture teaching

command

companion guid e hadith holy imam
jesus learn moses revelation sheikh
statement sunnah tawhid teaching

8

author buddha classical dance epic
foundation founder history idea literature
mahabharata philosophy ramayana
reincarnation scholar science shaiva
spirituality theory upanishad yogi

civilization history philosophy science
study tradition

9

aryan buddhism christian civilization
country found indus muslim south valley

africa arabia asia christian city country
east empire india jew west

10.

ceremony darshan festival ganesh holy
pilgrimage prayer priest puja rite ritual

haj house id kaabah mecah mosque
pilgrimage prayer ramadan

11.

atman attain bhakti brahman consciousness
discipline element existence liberation
manifestation moksha purity rebirth
samsara sense shakti universe

consciousness divinity exist existence
physical spirit spiritual submission
universe

12.

ahram jain learn school student teacher

bank compa

h y family meet school service
student university

13.

birth earth fire gift heaven sacrifice sun
vishnu water

animal bless creature earth food heaven
hell paradise soul water

14.

authority doctrine freedom humanity

attitude ca

if charity code commandment
doctrine female finance foundation freedom
humanity judge judgment lawful master

mission pain polygamy poverty preach
purification race racial ruler share sufi

testimony ummah wisdom

15.

agama brahma-sutra hymn poem purana
ramanuja rigveda samkhya smriti sutra
trimurti

author bible chapter dua figh hijrah noah
pillars-of-faith ritual sacred scripture
shariah shiah shii succession sunni surah

translate writing
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Table B.4 Coupled clustering of Buddhism and Christiarkgywords. Cluster labels were added by the

authors. The T8cluster of lowest average similarity is not shown.

Hinduism

Islam

1

being find god india man people religion
vedas

allah god mohamad people prophet quran
religion word

2

caste law religious social society

economy establis

h law moral practice
problem responsibility social society

3

animal art death divinity experience food
human karma meditation practice sacred
shiva soul spirit teach temple tradition
west yoga

being find human life man

4

ancient book language question sanskrit
shri study text word write writing

arab book language religious scholar write

5

dharma faith person

auth

rity believer believing de claration
deed enemy facing faith fast fight forbid

jihad justice mankind messenger peace
punishment question sin teach witness

worship

6

brahmin child devotee family kill mother
son

brother child death father friend home
husband marriage mother sister son wife
woman

7

gita guru scripture teaching

command

companion guid e hadith holy imam
jesus learn moses revelation sheikh
statement sunnah tawhid teaching

8

author buddha classical dance epic
foundation founder history idea literature
mahabharata philosophy ramayana
reincarnation scholar science shaiva
spirituality theory upanishad yogi

civilization history philosophy science
study tradition

9

aryan buddhism christian civilization
country found indus muslim south valley

africa arabia asia christian city country
east empire india jew west

10.

ceremony darshan festival ganesh holy
pilgrimage prayer priest puja rite ritual

haj house id kaabah mecah mosque
pilgrimage prayer ramadan

11.

atman attain bhakti brahman consciousness
discipline element existence liberation
manifestation moksha purity rebirth
samsara sense shakti universe

consciousness divinity exist existence
physical spirit spiritual submission
universe

12.

ahram jain learn school student teacher

bank compa

h y family meet school service
student university

13.

birth earth fire gift heaven sacrifice sun
vishnu water

animal bless creature earth food heaven
hell paradise soul water

14.

authority doctrine freedom humanity

attitude ca

if charity code commandment
doctrine female finance foundation freedom
humanity judge judgment lawful master

mission pain polygamy poverty preach
purification race racial ruler share sufi

testimony ummah wisdom

15.

agama brahma-sutra hymn poem purana
ramanuja rigveda samkhya smriti sutra
trimurti

author bible chapter dua figh hijrah noah
pillars-of-faith ritual sacred scripture
shariah shiah shii succession sunni surah

translate writing
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Table B.5 Coupled clustering of Islam and Judaism keywor@$uster labels were added by the authors.
The 18" cluster of lowest average similarity is not shown.

Islam Judaism

1.

allah being believing faith find god life death find god israel law man people

man messenger mohamad people prayer prayer rabbi torah women word

prophet religion word

2.

book hadith question quran revelation bible book discuss hebrew history letter

scholar tradition write oral question talmud text tradition write

3.

authority economy law practice religious authority community conservative establish

social society intellectual member  mitzvah  orthodox
rabbinical  reform  religion  religious
ritual role service social society status

4.

[ animal earth food forbid lawful water animal eat fo od forbid kosher water

5.

creature divinity exist existence guide connect divinity exist existence

human mankind physical spirit spiritual experience  expression human  humanity

universe wisdom physical relations hip  revelation  soul
spirit spiritual universe wisdom

6.

africa arab arabia asia  christian america area ashkenazim center christian

civilization country east india jew west country east europe german north sephardim

7.

brother child daughter death fam ily father child family father hear home Kkill

friend home husband kill marriage mother marriage mother son wife

sister wife woman
8.
attitude charity code declaration facing faith freedom moral

fight foundation freedom humanity jihad

justice meet moral problem responsibili ty

share submission teach teaching ummah

witness

9.

history learn philosophy school science ancient argue language learn liturgy
student study sufi mystic philosophy reconstructionism

scholar school student study teacher
teaching theology zionism

10.

city house kaabah madinah mecah mosque city egypt exile house israelite jerusalem
menorah priest scroll sea star synagogue
temple temple-mount wear

11.

angel believer bless command deed enemy angel bless command hashem heaven hide

heaven hell judgment master pain paradis e | peace redemption reward sin teach

peace remember satan sin soul

12.

fast friday haj id id-al- fitr pilgrimage atonement calendar candle celebration

ramadan salah surah festival holiday meal mourn passover purim
read-torah rosh-hashanah rosh- hodesh
sabbath sacrifice shavuot sukoth

13.

abraham abu- bakr ali companion holy imam abraham chapter covenant david esther

jesus moses son exodus holy isaac jacob joseph king moses
mount-sinai prophet sarah

14.

army baghda d calif descendant empire babylon canaan judah kingdom pharaoh rome

establish israel istanbul jerusalem ruler tribe yhwh

succession tipu tribe

15.

author bible chapter doctrine english figh argument author code gemara halachah

judge language scripture shariah statement kabalah literary mishnah scripture siddur

sunnah testimony translate writing statement story tanakh writer writing

zohar
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Appendix C: The Expert Data

This appendix explicates the details regardingdita contributed by the experts for the religiomparison
experiments in chapters 4 and 5. The first pamtaios a copy of the instructions that were prodittethe

experts. The second part includes the classestieas.

C.1 Instructions for Participants

We run a research on fully automated detectionnoila features within distinct but related domaina/ith

your kind help, we would have the opportunity téid@e our computational information-retrieval medlis
through a comparative investigation of religions.

Please follow the instructions below. Thank yotyvauch for your contribution!

Zvika Marx , student in neural computation Ph.D. program

For the following five religions — Buddhism, Christanity, Hinduism, Islam, Judaism — you are

requested to provide a simplified framework for conparing each two of them (Buddhism-Christianity,
Buddhism-Hinduism, etc.) with one another.

For each one of the possible 10 pairwise comparisgrplease write down in English:

() A list of titles for the main features and aspets that are similar (or resembling, or parallel, @
equivalent, or analogous) in the two religions undeexamination.

(I For each such a feature, for each one of themo religions under comparison, write down a list of
key-terms that are associated with this feature.

Notes:
(1) Additional Guidelines:

(a) Please, try to address features that are comgrd@tussed in the literature and to use key-tehrasare relatively
wide spread. Please avoid the use of very ranestass much as possible (even if they are much todies point).

(b) Feature titles and key-terms may repeat (oifégrdnt religion comparisons, repetition of thereakey-term for
both religions in the same feature etc.). Howekeep in mind that we have an interest in explonmigue
properties of each comparison.

(c) It would be much helpful if you could specify brackets alternative spelling and strictly intenegeable terms to
your key-terms, whenever such exist.

(d) The key-terms may definitely be names of peoplaces etc., but please try thinking also of texyns that are
not names, whenever such exist.
(2) Expected numbers of features and key-termgyronon-definite guidelines):
0 Features — minimum: about 5; maximum: alddut (for each pair)
O Key-terms — minimum: 2-3; maximum: about 1(For each religion in each pair)
(3) This task is not meant to be laborious and dbgut is not expected to become an ultimate raterefor
comparative religion studies. It is more of gejtia view on what you might have in mind now. Péeds not
consult the literature too extensively (unless douit for your own reasons). Do concentrate omenity available

knowledge. Whenever pointing out additional featuand key-terms is not fluent, tend to the minimeatues
specified in (2) above.
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(4) We would like very much to get your contributi@lso with respect to religions about which yoel feess
confidence, even if in such cases you are sigmifigdess accurate and detailed. You are requeastdd in a self-
estimated indication to your level of expertise éach comparison, so we could potentially monitmsequential
effects if any.

(5) Although the list of all 10 pairwise religiommparisons is what we are after, partial contrimutfresulting from
lack of time, lack of knowledge, or any other regss still very much welcomed.

(6) Your name will not be associated with your sfi@aontribution. Please let us know if you pnefeot to be
acknowledged at all.

(7) We might come back to you with a request tafeek in a later stage in our research. Howewepdbticipation in
this stage you do not make any commitment to takeip the later stages.

(8) We would like very much to get comments andgastions regarding your impressions of taking parthis
procedure. We would be happy to explain and dséusher any aspect of our research.

The instructions above were followed by 10 pagasheontaining a table such as the following, wileee
wordsReligionl andReligion2 are respectively replaced by the following religfairs:

(1) Buddhism andChristianity , (2)Buddhism andHinduism, (3) Buddhism andislam,
(4) Buddhism andJusaism (5)XChristianity andHinduism, (6) Christianity andlslam,
(7) Christianity andJusaism (8Hinduism andlslam, (9) Hinduism andJusaism

and (10)islam andJusaism

1 Religionl Religion2

Features of
Similarity

Key-terms Lists

Level of confidence — please indicate a numberéet 1 to 5

1 - indicates minimal confidence (features and teeyas are based on very partial knowledge or evermere
intuition, | am not sure if many relevant aspects@vered, etc.)

5 — indicates maximal confidence (features andtkeys are based upon comprehensive knowledge sty to me
as representing well the whole range of potentialespondences, etc.)
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C.2 Religion-Related Term Classes Contributed by Experts

C.2.1 The Data Contributed by Expert |

Table C.1: We present the data contributed by this expera asoss-comparison involving all five religions.her
expert provided the titles for the aspects of sinty, i.e. classes, and the list of religion pairsvhich each similarity
aspect is relevant. This data was conveyed ta psimted form, so we show the final version, afiéering out about
30% of the terms and further editorial changeshsag spelling modifications (the data from the otReexperts,
presented in the following sections, allows moraitied trace of filtered terms and changes thaehsen made).

Buddhism Christianity Hinduism Islam Judaism
Scriptures. (relevant for all religion pairwise comparisons)
pali~canon new~testament gita hadith mohamad halachah mishnah
koan mandala old~testament mahabharata shariah sunnah siddur talmud tanakh
mantra sutra apostle bible upanishad torah
john luke matthew vedas

paul revelation
Beliefs and Ideas (relevant for all religion pairwise comparisons)

buddha~nature jesus~christ holy~people pillars~of~ judgment
noble~truths love~of~god trimurti faith divine~creation
dharma dukkha devil god cross moksha atman muhammad-~the~pr- mount~sinai
emptiness fish heaven brahman ophet~of~allah no~other~god
nirvana hell re- tawhid allah principles~of~faith
reincarnation resurrection incarnation heaven hell temple~mount temple
suffer tantra trinity hell yarmulke exodus

heaven menorah talit
tefilin teshuvah

Ritual, Prayer and Holy Days (relevant for all religion pairwise comparisongdeChristianity—Hinduism)

Gift eucharist baptism kumbhamela id~al~fitr atonement read~torah
meditation christmas confess festival charity fast circumcision
sacrifice sunday meditation friday haj passover prayer
stupa puja kaabah mecah synagogue tefilin
sacrifice prayer ramadan
Society and Palitics (relevant for the following comparisons: Budd.—Jydthris.—Hind., Chris.—Islam., Hind.—Islam, Islaindd.)
Dalai~lama catholic church brahmin calif ali imam hasid saint
bodhisattva minister monk caste sadhu shariah sheikh ashkenazim community
lama monk priestly shiah sufi david prophet rabbi
protestant rome sunnah sephardim Solomon
vatican synagogue
Establishments (relevant for the following comparison only: Chidstity—Hinduism)
monastery bishop cardinal caste gift imam mosque ffigh~priest temple
school church pope priest priest levi mikveh
temple priestly temple rabbi synagogue
yeshivah
Mysticism (relevant for all religion pairwise comparisons)
meditation eucharist ashram sufi z{har ezekiel angel
nirvana crucifixion love chakra ari daniel kabalah
samadhi miracle saint darshan guru malchut messiah
tantra suffer yoga sefirot shechinah
Learning and Religious Education (relevant for the following : Budd.—Chris., Buddstdm, Chris.—Islam, Hind.—Islam, Hind.—Judd.)
meditation divinity moral ashram guru  shikh gemdra parsha talmud
monastery theology yeshivah
monk sutra university
Names and Placeqrelevant for the following religion comparisonsuddl.—Hind., Chris.—Islam., Chris.—Judd., Islam-Judd
siddhartha~ jesus~christ varanasi jerusalem isaac joseph
gautama john~the~baptist arjuna brahma ali baghdad jacob abraham

buddha jordan~river bethlehem durga ganesh istanbul adam

jerusalem jesus john kali Krishna madinah jerusalem moses

luke luther mary matthew rama shakti mecah

paul rome thomas shiva vishnu mohamad
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C.2.2 The Data Contributed by Expert Il
The second expert has provided the data presenfeabies C.2-C.5.

Table C.2: Buddhism—Christianity expert classes.

Buddhism Christianity
Life after death | Reincarnation, Resurrection
nirvana (nibbana) heaven
karma hell
samsara the day of judgement
Creatures that | Buddha God
have special Bodhisattva Jesus
forces or Deva Devil
abilities Angel
Cause and The law of karma Sin — punishment
effect the cycle of reincarnation goed-act— - reward
samsara
Sacred places | Temple Jerusalem
monastery Betlehem
the-places-relatedto-the lileof—————— church
the Buddha— cathedral—
graveyard—
Recommended ] Dharma (dhamma) Praying
acts meditation reading Bible
ascetism good works
bhavana- converting
the-way— (faith, strength, believing
mindfulness, concentration,
wisdom)
merit—making-
pilgrimage
Sacred times Full-moon day Christmas
the-day-of the -bir——th-and— Easter
enlightenmentof-the Buddha———— Pentacostal day
Sunday
Special places | Sangha Menastery—
for religious monastery convent—
experts monk
AUR
Sacred texts Tripitaka The Bible
Kanjur— New Testament
Tanjur— Old Testament

Table C.3: Christianity—Hinduism expert classes.

Christianity Hinduism
Trimurti Father Brahma
Son and the Holy Ghost Vishnu
Shiva
sacred texts The Bible Vedas
Old Testament Upanishads
New Testament Mahabharata
Brahmasutra
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Table C.4: Buddhism—Hinduism expert classes.

Buddhism Hinduism
reincarnation nirvana (nibbana) Moksha
karma samsara
samsara karma
Meditation Dharma (dhamma) Pharma
atman
Brahman
yoga
Ascetism Sangha Pilgrimage
monastery meditation
pilgrimage yoga
Guru Buddha Yogi
Bodhisattva ascetics
Deva brahminis
mahatmas
Sacred texts Tripitaka Vedas
Kanjur— Upanishads
Fanjur— Mahabharata
Brahmasutra
Syneretism | Folkreligion—— Indus
Veda
Aryan
colk relic
Table C.5: Christianity—Islam expert classes.
Christianity Islam
Transcendent | God, Jesus, Allah, Muhammed, angels
creatures angel, devil devil, profets
Life after death | Resurrection Predestination———
heaven paradise
hell hell
the day of the judgement the day of the judgement
Holy scriptures | Bible Quran
hadith

Sacred palces

Jerusalem, Betlehem

church, graveyard——

Mecca, Medina
mosque, Ka'ba

Sacred times

Cristmas, Easter
Sunday, the Pentacostal Day

Ramadan
Friday

Recommended] Praying Praying, pilgrimage (haji)
acts reading Bible alms-giving, reading Qur’'an
visiting mosque
fasting durin Ramadan
Acts that are Sin, adultery Drinking alcohol
not violence eating-pig—
recommended | werking-en-Sunday—— relationships-between-opposited————
obeyingparenis . sexes—{it-notrelative =adulteny)

belongs-to-semeone-else———
obeying God and-net-mentioning-his————
name-withoutareasen———
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C.2.3 The Data Contributed by Expert Il

Table C.6: Here the data is presented as cross-comparisolvingdhree religions. The terms that are in feadid for
the triple comparison are in bold face. For theeoterms, a single letter in square brackets maekseligion to the
comparison with which they are relevant, whenewfusion might arise. Terms, term parts and shitylaaspects

that were not used in the evaluation process arkedady strikethrough line.

Christianity Islam Judaism
Monotheism God Allah, God, Yahweh
You-shall-have—— no Lailaha illa Allah Elohim—
other gods befere-Me——— (No god but God) Yeou-shal-have—— no other
Idolatry Shirk (=idolatry) gods befere-Me—
Idolatry
Scripture Bible, New Testament Qur'an, Revelation Torah, Tanakh
Gospels, Revelation (wahy, tanzil) Bible, Revelation
Holy Church Ummah
community Israel (Yisrael)
Prophets/ Prophets Prophet (nabi) Prophets
prophecy Moses (Moshe) [j] Messenger (rasul) Elijah  [c], Isaiah [c]
Elijah [j], Isaiah [j] Muhammad Jeremiah [c]
Jeremiah [j] Moses (Moshe) [i]
. " n
Sacred Land Jerusalem, Rome bcca, Medina, Israel
Jerusalem Jerusalem
Prayer and Prayer, mass [i] Prayer, Salat (namaz) Prayer,
ritual eucharist [i] du'a, Hijrah [c] daven-
pilgrimage [i] i
rosary-fjl—— Pilgrimage [c]
Holy days, Christmas Ramadan Sabbath (Shabbat)
times Epiphany— ‘Id Yom Kippur
Good Friday 'Id al-Fitr Rosh ha-Shanah
Easter Yd-al——--Adha (Qurban—
Pentecost Bairam,ete.)——
Denominat- Roman Catholic Sunni Rabbanite, Karaite———
ional, sectarian | Eastern Orthodox Shi'i (Shi'ite) Hasidic, Mitragid———
divisions Protestant FwelverShit—— Reform (Progress,
Arian— fsma‘ili{Sevenrer—— Liberal), Orthodox,
Menephysite— Shif— Conservative
Nestorian— Khariji-Kharijite}—— Reconstructionist
Mediator(s), viz] Jesus Christ Muhammad
between God | incarnation Wali (pl. Awliya' =
and humans atonement "saints)
saints Ali, Husayn—
intercession Imams, intercession
Atonement Jesus Christ, Lamb of Temple
Geod, Subsmuaen—a#-y— sin-offering——
atonement, repentance prayer
confession repentence
abselytion—(sacrament) Day of Atonement
Emphasis on Shari‘ah, figh Toral, halakah
law
Ciretimeision Cireumeision— Circumcision
Bris (Brit)
Holy-war Crusade—, JustWar— Jihad Ho—hy-War—
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Appendix D: Proofs for Chapter 5

Lemma 5.1

(A) At any iterative cycle of the ID algorithm (kRige 5.1) witht >0, update step ID1
decreases the value®f (Eq. 5.1) by

AFPY = B pOIKLpa(ch)lp(ch)] - (D.1)
(B) (following Gilad-Bachrach, Navot & Tishby, 2003\t the iterative cycle of the ID
algorithm with anyt, update step ID2 decreases the value"dby

AFP% = B p(Q)KLIp(YIO) pa(yIo)] - (D.2)
Proof.

(A) Taking log of both sides of the equality signstep ID1 (note thaik(c[x) is never equal to
0), we have:

logp(cl) = By p(yIX) logpi-1 (Vi) —logz (x.5), (D.3)
wherez (x,0) is a normalization function, over all value®f C, of terms depending ax ¢
andg. Extracting log; (x,0) from the above equality:

logz (x.8) = BXy p(ylx) logpi-1 (Yic) — logpi(clx) . (D.4)
Note that although a particular valoés being used in Eq. D.4 (which is in fact true évery

), the actual value of lag(x,) does not depend on any particular valu€.of

After performing update step ID1 at timiewhich results in the replacement of each(c|x)

with p(c]X), the value oF'® changes fronfF'°,_;, where allp(cx) andp(y|c) indexed byt-1, to
FPe = Zep(d Zepdclx) logpel) — BExp() Zepeh) Xy pyix) logpealyle) . (D.5)
The value we are interested #f'"%,, is the difference betwedt’,_; andF'"®._:
AFPY = FPL-FP =@ (D.6)
2P LePra(CX) logpea(el) = B2p(X) X Pr-a(clx) 2y P(YIX) log pr-a(Yic) +

= 2xP(X) 2cp(cl¥) ( B2y p(YIX) logp-1 (YIc) —logz (x,0) )
+ BEpX) Zcpeh) Zy p(yIX) log pra(yle) =

2xP(X) 2epr-1(clX) logpra(clx) = B2xp(X) 2e pra(clx) 2y p(yIX) log pa(yic) +
+ 2 p(¥) Zepra(clx) (logz (x,3)) =
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2P(X) ZePr-a(eX) logpra(cly) — B2k p(X) LePr-a(cX) 2y P(YIX) log pra(yic) +
+ ZxP(X) Zepa(eh) ( B2y pYIX) log s (vie) — logpi(el)) =

2 POIKLpra(ch)[pr(cix)]

In the equality chain of Eq. D.6, (a) incorporats. D.3, (b) omits identical terms with
opposite signs and replaces, for eadeparately, expectation ovafc[x) with the identical
expectation ovep.1(c|x) (as log (x,0) is independent i), (c) incorporates Eq. D.4 and (d)

again omits opposite sign terms and resorts tal¢fieition of KL divergence.

(B) The value we are interested "%, is the difference betwedd®,_ (Eq. D.5) and='",

(where allp(c|x) andp(y|c) are indexed with):
AFIth - FIDt— _ I:lDt - (@) (D.7)

= BExP() Ze (el Xy PyIX) log pa(yic) + B p(X) Zep(eh) 2y p(yIX) log pi(yle) =
B2ey(logpyie) — 1ogpea(yic) ) Zup(X) peh) p(yb) =
By (logpyylc) - logpea(yic) ) pcy) =
BLeP(OKL[pi(Y[o)| -1 (Yic)]
In the equality chain of Eq. D.7, (a) drops thertet, p(x) 2. pi(clx) log p:(c|x) with opposite
signs from bothF®_ and F®, (b) just re-orders the terms, (c) uses the ciodit
independence assumption (Eqg. 5.4), which step [&#éns to maintain, and (d) resorts to

the definition of (conditionedXL divergence.

Lemma 5.2: Stable points of the ID algorithm (i.e. probalilidistributionsthat remain
unchanged under the update stgps(c|x) = p(c|X) andpe.1(y|c) = p(y|c) for all ¢, x andy) are
locally extremal points oF® (Eq. 5.1).

Proof. Update step ID1 of the ID algorithm can be dedivusing the method dfagrange

multipliers as follows:

(1) ConvertF® (Eq. 5.1) to d_agrangianL'®*, by adding to it a Lagrange multiplig
for eachx, in order to restrict each probabilip(c|x) distribution to sum up td:
LP P =FP + X, A (1-2cpcX) ).

(2) Take derivatives frorh'®! with respect to eagh(c|x).

(3) Equate each of the resulting terms @p extract p(cjx) and setA, so that all

distributions sum up ta, to obtain the equation specifying ID1.
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The details of this derivation closely resemble deeivation of step IB1 for the IB algorithm
(Fig. 5.2), which has been given in several previawrks (e.g., Tishby, Pereira & Bialek

1999). The above holds as well with regard todéevation of update step ID2, substituting
p(clx) by p(ylc), A« by Ac andL* by L% = F'® + 3 Ao (1 - X, p(y[0)):

(1) The Lagrangian introducing f&° the constraint offi(y|c) to sum up to 1 is:
L2 = 3p(¥) Zep(clx) (logp(cx) = B, plyix) logpyle) ) + XcAc(1 - X,p(ylc)).  (D.8)

(2) FromL'™? take derivatives relatively fa(y|c):

A2 (D.9)
= = BP0 Pk PR (1/POYIE)) + A
D(yle)

(3) Equating the above term ® and settingh. = 82xp(X) p(cx) = Bp(c) so that the

constraint ofp(y|c) to sum up to 1 holds (note tha(t) have here the mere role of a

normalization factor), we get the equation undedystep ID2 of the ID algorithm:
p(yle) = (1/p(c)) 2xp(¥) p(cX) pyix) - (D.10)

From the above follows that stable probability wigitions p(c[X) (i.e., ones satisfying
Pu1(cX) = pclx)) specify extremal value ¢F° relatively to fixedp(ylc) and vice versa: stable
probability distributionsp(ylc) (satisfying pw1(ylc) = p(Ylc)) specify extremal value df'®
relatively to fixedpy(c|x). As thep(clx) andp(y|c) are all the parameters and they are all fixed

in a stable point, together they form an extrenoéhipof F'°.

Lemma 5.7: In the update cycle of timg the four CP algorithm steps CP1, CP2, CP*1,
CP*2, decrease the valuef * (Eq. 5.17) F?(Eq. 5.19) F°""* (Eq. 5.24) F°""2 (Eq. 5.27)

by

AF = %, pOOKLIp-a(chIR(EM] (b-11)
AF = S p(cwWKLIpGew) Ipeaicw]

AR = 3 p(Y)KLIP* aely) I (cly)] .

AP = 3, prOKLIP IO o],

respectively.

Proof: We exemplify the proof by proving the claim witigard toF°"™ (note the similarity
to the proof of lemma 5.1 (A)
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Taking log of both sides of the step CP*1 equaign, we have:

logp*i(cly) = 772w p(W) logpr1(yle,w) —logz*(y. /), (D.12)
wherez*;(y,7) is a normalization function over all value®f C of terms depending on ¢
ands. We then extract lazf (y,/7) from the above equality:

logZ*(y.77) = 72w (W) logprs(ylew) — logp*(cly) - (D.13)
Note that although a particular valaés being used in Eq. D.13 (in fact, it is true éweryc),

the actual value of lagf (y,/7) does not depend on any particular valu€ of

After performing update step CP*1 at timewhich results in the replacement of each
p* _1(cly) with p*(cly), the value of“""* changes fronk“""_;, where allp*(cly) andp(y|c,w)
are indexed by-1, to

(D.14)

FP = 3, p(y) Zep*i(cly) logp*i(cly) = 7Zwp(W) 2, p(Y) Xe p*(cly) log pra(yic,w) .
The value we are interested #E°"™,, is the difference betwedit™™_; andF""._:
AR = PR RO =@ (D.15)
2y P(Y) Zep*i-a(cly) logp*i-a(cly) = 72Zwp(W) 2y p(y) ZcP*i-a(cly) logprayicw) +
= 2y P(Y) Zep*i(cly) (772y P(YI) log pa(ylew) = logz*i(y.7) )
+ 2w PW) X, p(Y) e p*i(cly) pralyicw) =®
2y P(y) Zep*i-a(cly) logpea(ch) — 72w Pp(W) 2y p(y) 2c P*i-a(cly) log pra(ylew) +
+ 3, () Zep*ialely) (logzi(y.p)) =
2y P(y) Zep*i-a(cly) logp*i-a(cly) — 72w p(W) 2y p(y) Zcp*i-(cly) log pa(yicw) +
+2,p(Y) Zep*i-a(cly) (7ZwP(W) logpealylew) —log pri(cly)) =
2y p(y) KL p*i-a(cly) [ p*e(cly) ]

In the equality chain of Eg. D.15, (a) incorporaigs D.12, (b) drops identical terms with
opposite signs and replaces, for egdeparately, expectation ovat(cly) with the identical
expectation ovep*_;(cly) (as logz*: (y,n) is independent df), (¢) incorporates Eq. D.13 and

(d) again drops opposite sign terms and resottsetdefinition ofKL divergence.

The proof for the claim regarding update step GPih iclose correspondence to the proof of
lemma 5.1 (A). The proofs for the claims regardipglate step CP2 and CP*2 are similar to
the proof of lemma 5.1 (B).
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Lemma 5.8: A set of probability distributions that form a Isia point of the CP algorithm
(i.e., onesthat satisfy pu1(cX) =pc]X), pea(Ylcw) =plyle,w), p*ua(cly) = p*(cly) and
p* w1(Yo) = p*i(ylo), for allc, x, y andw) specifies locally extremal points f6F™ with respect
to p(c)X) (p*(ylc) held fixed), F*™ with respect top(yle,w) (p(clX) held fixed), F*7™* with
respect t@*(cly) (p(ylc,w) held fixed) and=“""2 with respecp*(ylc) (p*(cly) held fixed).

Proof. As a demonstrative example, we show that didtidbsg p*(cly) that are part of a stable
point of the CP algorithm specify locally extrenpaiints forFF* (while p(y|c,w) held fixed).

The other parts are similar (see also the prodkaima 5.2 above).

We first write explicitlyL“""%, the Lagrangian introducing "™ for everyy the constraint

of p*(cly) to sum up to 1:
Lt = (D.16)

2y p(y) 2 p*(cly) (logp*(cly) — 72Zwp(W) logp(ylcw) ) + Xy A%y (1 - Zcp*(cly)).

FromL®"", we take derivatives relatively pF(cly), consideringp(ylc,w) as a constant:
(D.17)
d_CP*l
B Cly) = P(y) (logp*(cly) - 72w p(W) logp(ylcw) ) + p(y) p*(cly) (1/p*(cly)) + Ay .
Cly

Equating the above term @and settind\*, = p(y) (logz*(y.7) — 1), so that the constraint of
p*(cly) to sum up to 1 holds, with a normalization factt{y,”7) = > [Twp(yIc,W)”"™, we get
the equation underlying step I1B2 of the IB algarith

pr(cly) = (1/Z(y.7)) MwplylcW)”™. (D.18)
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Appendix E: Examples of Religion
Cross Partition Clustering

Cross partition clustering configurations produeeth the CP plain algorithm (Chapter 5,
Figure 5.5;7 = 0.4)] with all five religion subsets clusterg@V(=5). Cluster titles were
assigned by the authors. The relative size of ehaster according to thp probability
distribution, as well as tp*, is indicated. Each keyword appears in the cluster with
highestp(c|x), which is indicated in brackets. Along with tHereents of every cluster we

also indicate the 40 most prominent features (lsgttg€cly), indicated in square brackets).

E.1: Two Clusters

CLUSTER 1 “The Spiritual Aspect of Religion”

p(c) =0.5217, p*(c)=0.496

hell  (0.992)
(0.981)

Buddhism : grief  (0.998) lamentation
birth (0.988) heaven (0.988) suffer

(0.997) pain (0.996)
(0.986) impermanence (0.986) hirvana
realm (0.978) cause (0.977) speech (0.977) animal (0.975) rebirth (0.974)
existence (0.970) samsara (0.968) livelihood (0.966) being (0.963) soul (0.962)
physical (0.961) death (0.960) unwholesome (0.958) water (0.957) anger (0.957)
painful  (0.954) Kkill  (0.953) god (0.947) consciousness  (0.946) karma (0.943)
attain  (0.942) deliverance (0.942) freedom (0.937) perception (0.931) mMan (0.928)
experience (0.927) noble (0.925) human (0.921) deva (0.921) sense (0.920)
enlightenment  (0.919) buddhahood (0.916) dukkha (0.907) peace (0.907)
phenomenon (0.907) wisdom (0.907) eat (0.905) buddha-nature (0.902) universe  (0.901)
salvation  (0.896) intention (0.890) emotion (0.887) awareness (0.883) awaken (0.883)
liberation (0.861) concentration (0.861) noble-truths (0.859) exist  (0.849)
root (0.846) child (0.844) eightfold-path (0.841) purity  (0.828) hear (0.812)
mindfulness  (0.812) son (0.805) emptiness (0.790) law (0.779) sit (0.753) spirit
strength  (0.718) generosity (0.7126)  skilful (0.7120) tree (0.698) humanity (0.685)
element (0.685) bodhisattva (0.682) prince (0.672) sacrifice (0.663)
siddhartha-gautama (0.659) conditioning (0.653) friend (0.652) meditator
teach (0.612) buddha (0.607) word (0.594) learn (0.568) karmic-law  (0.567)
bodhi-tree  (0.567) faith  (0.565) problem (0.547) disciple (0.530)

sentient  (0.994)

(0.744)

(0.616)

sinner
(0.994) savior
(0.991) earth
fire  (0.988)
redemption
(0.981) baptize
sinless  (0.977)
(0.974) eat (0.972)

Christianity :flesh  (0.996) sin (0.996) heaven (0.996) perish
jesus-christ (0.995) blood (0.994) righteousness (0.994) father
forgiveness  (0.993) sinful  (0.993) reign (0.992) soul (0.991) love
holy-spirit 0.991) hell (0.989) punishment (0.989) death (0.988)
love-of-god  (0.988) reward (0.987) suffer (0.987) judgment (0.986)
sacrifice (0.984) god (0.983) kingdom (0.982) water (0.982) bless
devil (0.980) man (0.980) sake (0.978) eye (0.978) human (0.977)

(0.996) (0.995)
(0.994)

(0.991)

(0.985)
(0.981)

angel (0.977) grant (0.977) salvation (0.976) humanity (0.975)
voice (0.972) resurrection (0.972) repentance  (0.972)
child (0.967) peace (0.966) pay (0.959) animal (0.957)
command(.956) being (0.954) earthly  (0.953)
condemnation (0.948) believing (0.947) lost  (0.946)
divinity (0.941) face (0.939) hear (0.937) good-work
justification (0.926) bread (0.923) faithful (0.923)
intercession (0.901) commandment (0.901) baptism

win (0.882) woman (0.877) passion (0.868) mary (0.864)
faith (0.861) disciple (0.860) prayer (0.846) spiritual
house (0.821) fish (0.814) home (0.809) friend (0.807)
elect (0.786) guide (0.765) miracle (0.732) incarnation

conf

(0.899)

jesus

abraham (0.953)

mother
(0.932)
atonement
people

believer

gift
(0.971)
(0.957)
godly (0.950)
(0.945) adultery
relationship
(0.919)
experience
(0.863)

mankind (0.970)
ess lamb (0.957)
(0.943)
(0.927)
word (0.903)
(0.884) law
moses (0.862)
(0.844) listen (0.831)
(0.801) israel
messiah (0.722)

(0.883)

(0.787)
(0.728)
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instruction (0.722) preach (0.717) teach (0.726) gospel (0.715) prophet (0.712)
no-other-god  (0.707) learn (0.702) boy (0.701) find (0.692) obey-god (0.682)

violence (0.682) saint (0.671) moral (0.666) Cross (0.663) crucifixion (0.650)

birth  (0.629) expression  (0.614) revelation (0.610)  soul-winning (0.581) family  (0.569)
minister  (0.549) trinity (0.547) paul (0.537) problem (0.535) meet (0.528)

foundation  (0.520) question (0.503) isaiah  (0.501) gentile (0.500)

Hinduism : heaven (0.990) atman (0.989) liberation (0.988) rebirth (0.986) soul (0.985)

samsara (0.979) attain  (0.978) universe (0.972) consciousness  (0.969) brahman (0.967)
karma (0.963) divinity (0.961) earth (0.954) demon (0.951) existence  (0.941)

moksha (0.941) sun (0.939) birth  (0.935) god (0.929) animal (0.926) water (0.926)

sense (0.915) death (0.908) manifestation (0.900) fire (0.858) purity  (0.838)
human(0.836) spirit 0.831) man (0.817) indra (0.813) mother (0.798) sacrifice (0.798)
person (0.790) shiva (0.786) shakti (0.781) being (0.780) worshiper  (0.759)

experience (0.749) jnana (0.744) invoke (0.743) freedom (0.730) vishnu (0.730)

kill  (0.699) son (0.681) brahma (0.666) element (0.639) food (0.635) prayer (0.631)
chakra (0.630) gift (0.609) word (0.572) darshan (0.552) reincarnation (0.535)
humanity (0.533) krishna (0531) arjuna (0.524) sita (0.518)

Islam :heaven (0.996) hell (0.993) paradise (0.990) creature  (0.990) soul (0.989)
earth (0.989) sin (0.985) angel (0.984) deed (0.982) allah (0.981) universe (0.979)
punishment (0.978) water (0.973) animal (0.973) god (0.973) pain (0.972) bless (0.970)
son (0.966) human (0.958) being (0.951) father (0.950) worship (0.948) existence  (0.948)
satan (0.947) spirit (0.943) divinity (0.942) death (0.939) remember (0.939)

mother (0.937) believer  (0.937) judgment (0.934) man (0.933) physical (0.932)
command(.922) guide (0.921) purification (0.919) food (0.912) forbid (0.912)

peace (0.909) believing (0.900) tawhid (0.899) wisdom (0.894) messenger (0.893)
mankind (0.888) consciousness  (0.887) jesus (0.885) child (0.876) master (0.872)
intercession (0.869) gabriel (0.868) submission (0.860) life  (0.858) witness (0.841)

charity (0.840) kill (0.835) daughter (0.825) husband (0.816) moses (0.815) needy (0.810)
lawful  (0.806) spiritual (0.792) abraham (0.789) wife (0.787) prophet (0.775)
muhammad-the-prophet-of-allah (0.775) brother  (0.774) prayer (0.765) friend  (0.759)

share (0.758) word (0.756) adultery  (0.755) commandment (0.755) ishmael (0.748)

judge (0.743) poverty (0.741) humanity (0.740) noah (0.738) faith  (0.736) justice (0.716)
exist (0.713) companion (0.675) revelation (0.675) saint (0.670) responsibility (0.660)
idolatry ~ (0.650) house (0.646) people (0.645) enemy (0.637) facing (0.636) woman (0.610)

teach (0.608) fast (0.603) testimony (0.595) marriage (0.582) mohamad (0.581) home (0.568)

fight (0.548) find (0.539) sister  (0.536) faithful (0.518) meet (0.509) abu-bakr (0.502)
Judaism : heaven (0.983) universe (0.975) reward (0.975) soul (0.974) hashem (0.974)
angel (0.967) sin (0.966) divine-creation (0.959) god (0.958) adam (0.946)

physical  (0.935) divinity (0.935) eat (0.932) animal (0.927) human (0.925) water (0.923)
existence (0.913) command (0.910) Spirit 0.907) shechinah (0.906) bless (0.904)
man(0.869) golden-calf (0.860) wisdom (0.856) no-other-god (0.851) salvation (0.843)
death (0.841) judgment (0.840) hide (0.822) wife (0.820) peace (0.818) redemption (0.815)
father (0.805) humanity (0.793) hear (0.788) repentance (0.780) food (0.776) son (0.776)
revelation (0.769) mother (0.766) eden (0.764) spiritual (0.757) commandment (0.753)
kill (0.748) forbid (0.747) exist (0.737) teshuvah (0.734) sacrifice (0.714)

candle (0.700) covenant (0.700) child (0.700) kosher (0.697) holy (0.685) sarah (0.683)
expression  (0.670) idolatry (0.664) hell (0.663) abraham (0.663) star (0.662)

pharaoh (0.658) freedom (0.651) jacob (0.637) connect (0.619) meal (0.617) Vviolate (0.603)
experience (0.582) mitzvah (0.569) malchut (0.568) noah (0.565) faithful (0.555)

moses (0.553) relationship (0.544) house (0.521) sefirot (0.516)

MOST PROMINENT FEATURES: infinite  [0.660] creature [0.647] forgive  [0.636]

heaven [0.636] immortal [0.633] hell [0.633] creator [0.630] mercy [0.629] SOITOW [0.629]
finite [0.626] flesh [0.624] earth [0.623] pleasure [0.62] eternity [0.621] drink [0.620]
ghost [0.617] eternally [0.6177 wombo.617] beget [0.616] will [0.616] Sin [0.615]

bliss [0.615] eternal [061] sleep [0.61] heavenly [0.612] ascend [0.612] pain [0.612]
sinful [0.61] soul [0.611] torment [0.611]

CLUSTER 2 “The Establishment Aspect of Religion”
p(c) =0.4783, p*(c)=0.503

Buddhism : korea (0.999) asia (0.999) south (0.999) east (0.999) sri-lanka (0.999)

china (0.999) japan (0.999) america (0.999) north (0.999) india (0.999) found (0.998)
tibet (0.998) burma (0.998) pitaka (0.998) scholar (0.998) theravada (0.998)

vietham (0.998) study (0.997) school (0.997) mahayana (0.997) country (0.997) west (0.996)
literature (0.996) thai (0.996) missionary  (0.995) zen (0.995) philosophy  (0.994)

author (0.993) history  (0.993) canonical  (0.993) writing (0.993) pali-canon (0.993)
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book (0.993) tex
chapter (0.989)
vajrayana
member (0.984)

english  (0.983)
hinayana (0.981)
religious
branch (0.969)
sacred (0.961)
ceremony (0.955)
establish
king (0.928) mo
argument (0.899)
doctrinal
mantra (0.842)
experiment
practice

guestion

attitude

find (0.567)
relationship

(0.767)
(0.736)
(0.648)

(0.985)
hinduism

(0.977)
discourse
koan (0.961)

(0.947)

(0.885)
teacher
(0.810)

dharma (0.535)

tradition

(0.989) write
(0.985) social
(0.984)
celebration

writer  (0.981)
student  (0.974)
(0.968)
abbot
argue (0.955) project
vehicle  (0.938)
nk (0.920) sakya (0.920)
full-moon (0.898)
robe (0.863) teaching
(0.838) instructio
master (0.807)
worship  (0.765)
focus (0.735)

reincarnation

t  (0.993)
temple

trade

(0.983)

amida

(0.633)
asceticism
(0522) samadhi (0.518)

(0.991)
(0.989)

pilgrimage
dalai-lama
abhidhamma (0.980)
stupa
society
(0.961)
vipassana

story

five-precepts

house (0.730)

behavior

founder (0.991)
(0.986) Vvinaya

christian (0.991)
veda (0.988) sanskrit
(0.985) ethic (0.985) discussed (0.984)
(0.984) tantra  (0.984) nun (0.984)
(0.983) scripture (0.982)

monastery (0.980) role

religion (0.970)

(0.986)

(0.978)
(0.973) lama (0.972)
(0.966) translate (0.966) Sutra  (0.962)
psychologist (0.960) sangha (0.959)

(0.953) ajahn (0.952) ordain (0.948)

(0.932) theory (0.932) retreat

discipline (0.907) authority (0.904)
(0.896) meet (0.893) bhikkhu (0.890)

(0.853) foundation (0.853) metaphysical

(0.829) precept (0.821) begin (0.816)

(0.802) guide (0.793) forest

(0.762) family (0.756) meditation (0.736)

mandala (0.723) moral (0.650)

(0.615) connect (0.609) training
arhat (0.523) people (0.523)
(0.509) spiritual (0.505)

(0.929)

(0.845)
n
(0.770)

gift (0.596)

(0.525)

Christianity

vatican
rome (0.998)
bishop (0.997)
baptist  (0.990)
theology (0.982)
luther  (0.976)
association
religious

trade (0.949)
chapter (0.931)
thomas (0.903)
tabernacle

old-testament
teaching (0.785)
apostle (0.744)
priestly  (0.731)
passage (0.688)
service (0.666)
jordan-river
scripture

(0.999)

©

council
pope (0.997)
tradition

(0.960)
text

story
(0.866)

(0.553)

:orthodox  (0.999)
west (0.999) university
(0.998) orthodoxy
patriarch

apostolic (0.989)
sunday (0.980) greek
(0.976)  writing
.970) founder (0.968)
new-testament

(0.946)

pilgrimage
(0.895)
pentecost
(0.842) religion
matthew (0.769) king
language (0.740) write
bible (0.722) teacher
ministry (0.686)
john-the-baptist
(0.610) jeremiah
season (0.547)

(0.960
mass (0.943)
(0.913)

(0.865)
(0.822)

(0.595)
zion

constantinople

monk (0.988)

student

member (0.909)
hebrew (0.892)
sacrament

predict
(0.661)

(0.999) protestant (0.999)
german (0.999) catholic (0.999)
america (0.998) cardinal (0.998)
organization 0.995) found (0.991)
evangelical (0.988) school (0.984)
(0.979) postmodern (0.979) easter (0.977)

(0.975) church (0.973) writer  (0.970)
(0.967) history  (0.965) ancient
) good-friday (0.957) book (0.954)
eucharist (0.941) jew (0.941) role
study (0.908) christmas
(0.887) translate (0.887)
(0.859) cCity  (0.849)
doctrinal (0.817) convert (0.804) luke
(0.764) sabbath (0.754) authority (0.749)
(0.736) bethlehem (0.731) argument (0.731)
(0.708) jerusalem  (0.705) john (0.694)
(0.680) establish (0.678) idolatry
worship  (0.619) bearing (0.617)
argue (0.594) refer (0.574) reading-bible
(0.531) elijah (0.522)

(0.999)
(0.998)
(0.996)

(0.961)
theory

(0.935)

(0.907)
ethic

(0.950)

author (0.876)

(0.797)

(0.673)

(0.568)

Hinduism
classical
valley
india

(0.997)
(0.996)
festival (0.995)
ancient  (0.992)
book (0.991)
foundation
religious
science
poem(0.981)
agama(0.976)
teacher (0.964)
raja (0.951)
ceremony (0.938)
gita (0.920)
practice

puja (0.839)
learn (0.806)
holy (0.790)
rama (0.715)
child  (0.630)
idol (0.563)

(0.985)
sm

(0.899)

hol

: south
(0.998)
muslim

christian

ramayana
(0.988)
(0.987)
dance (0.975)
sankara

sadhu (0.916)

asceticism
ramanuja

star
discipline
devotee

(0.999) found
aryan (0.997)
(0.996)
(0.996)
(0.995)
(0.992)
(0.990) poet
country  (0.988)
samkhya (0.987)
epic (0.985) tradition
riti (0.980)

(0.999)
jain

civilizati
school
student
(0.99
art

theory (0.963) teaching
(0.948) religion
hymn (0.935) authority
ritual
faith
find
people
hero

rite (0.891)
(0.836)
(0.804)
(0.775)
trimurti
(0.622)
kali

y-people
(0.688)
dharm
(0.561)

(0.997)
brahma-sutra

buddhism
language
ahram (0.987)

mahatma (0.979)
vedas (0.972)

(0.916)
(0.879)
(0.835)

(0.664)

indus (0.999) scholar
literature (0.997)
(0.996) sanskrit
(0.995) history
study (0.994)

(0.998) shaiva (0.998)
founder (0.997)
(0.996) author (0.996)
(0.995) west (0.995)
text (0.993) sutra
write  (0.992) writing (0.992)

(0.989) varanasi  (0.989)
purana (0.988) Vvaishnavism  (0.987)
philosophy  (0.986) kumbhamela (0.986)
(0.984) social (0.983) mahabharata (0.983)
ram (0.979) temple (0.979) story (0.978)
society  (0.971) rigveda (0.969) priest
(0.962) caste (0.959) pilgrimage (0.952)
(0.948) brahmin (0.946) king (0.944)

(0.934) scripture (0.931) advaitha (0.928)
upanishad (0.912) yoga (0.909) doctrine
buddha (0.873) family (0.871) idea
teach (0.833) sacred (0.831) Yyogi
(0.801) question  (0.797) brahmana (0.794)
(0.736)  spirituality (0.736) durga (0.719)
guru (0.659) bhakti (0.635) ganesh (0.635)
a (0.611) law (0.596) meditation (0.567)

on

(0.995)
(0.992)
shri
(0.988)

(0.992)

0)

(0.968)

(0.903)
(0.845)
(0.820)

(0.527)
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Islam : africa (0.999) asia (0.999) east (0.999) university (0.998) india  (0.996)

shiah (0.996) empire (0.994) found (0.994) shii (0.993) sunni (0.993) hijrah  (0.993)
west (0.993) student (0.990) school (0.989) baghdad (0.988) philosophy  (0.988)

arabia (0.987) country (0.987) racial (0.986) founder (0.984) writer (0.984) figh (0.983)

economy (0.982) study (0.979) tipu (0.978) id-al-fitr (0.978) jew (0.975)
christian (0.974) author (0.974) bank (0.972) madinah (0.972) city (0.971) arab (0.970)
chapter (0.969) calif (0.969) writing (0.968) civilization (0.968) translate (0.966)

scholar (0.965) trade (0.965) religious (0.965) science (0.964) branch (0.964)

army (0.958) english  (0.957) history  (0.954) sheikh (0.954) sufi (0.953) istanbul (0.949)
mecah (0.947) polygamy (0.945) finance (0.945) friday (0.944) mosque (0.943)

tradition (0.940) jerusalem  (0.940) social (0.933) ritual (0.917) write  (0.911)

surah (0.910) imam (0.909) company (0.908) haj (0.908) shariah (0.908) practice (0.903)
foundation (0.897) language (0.895) doctrine (0.893) succession  (0.890)

pillars-of-faith (0.888) bible (0.878) kaabah (0.865) story (0.861) ali (0.858)

teacher (0.852) tribe (0.851) teaching (0.839) id (0.825) establish (0.818)

pilgrimage  (0.817) sacred (0.816) race (0.810) society (0.804) israel (0.802)

hadith (0.801) scripture 0.798) book (0.793) ummah(0.792) ramadan (0.789) sunnah (0.771)
problem (0.770) religion (0.764) jihad (0.756) umar (0.754) ruler (0.754) bukhari
muslim (0.739) learn (0.730) female (0.718) service (0.713) code (0.705) preach (0.701)
law (0.686) authority (0.667) attitude (0.637) quran (0.622) moral (0.602) salah (0.602)
dua (0.595) question (0.579) mission (0.574) read-quran  (0.571) statement  (0.567)

freedom (0.566) drink-alcohol (0.564) family (0.542) descendant (0.542) haram (0.522)
declaration (0.521) holy (0.509)
Judaism : europe (0.999) conservative (0.999) reconstructionism (0.999) east (0.999)

sephardim (0.999) ashkenazim (0.999) zionism (0.999) america (0.999) nhorth (0.999)
reform (0.998) orthodox (0.998) german (0.997) Yyeshivah (0.997) found (0.997)

rabbinical (0.996) philosophy  (0.996) school (0.996) founder (0.995) literary (0.995)
calendar (0.994) tanakh (0.993) babylon (0.993) scholar (0.992) mishnah (0.991)

writer  (0.990) center (0.990) christian (0.989) liturgy (0.989) synagogue (0.989)
theology (0.988) rome (0.987) country (0.985) ancient (0.984) writing (0.984)

author (0.984) community (0.983) religious (0.983) daniel (0.981) hasid (0.981)
tradition (0.980) kabalah (0.979) student (0.979) city (0.978)

principles-of-faith (0.977) judah (0.977) oral (0.977) bible (0.976) book (0.976)
history  (0.976) scripture 0.974) hebrew (0.974) text (0.974) area (0.973) talmud (0.973)
language (0.972) establish (0.971) jerusalem  (0.970) religion (0.969) teacher (0.969)
scroll  (0.966) siddur (0.965) member (0.964) temple-mount (0.962) festival (0.962)
gemara (0.962) exodus (0.960) rosh-hodesh (0.958) social (0.958) role (0.955) code (0.954)
shavuot (0.951) ari (0.949) chapter (0.948) celebration (0.948) holiday  (0.948)
halachah (0.947) society (0.946) authority (0.946) discuss (0.942) rabbi (0.942)

zohar (0.939) teaching (0.939) law (0.938) study (0.935) service  (0.933)

rosh-hashanah (0.930) read-torah (0.927) mystic (0.926) kingdom (0.923)

foundation  (0.921) tribe (0.909) story (0.901) write (0.898) sukoth (0.893) temple (0.893)
yarmulke (0.893) israel (0.890) intellectual (0.883) argument (0.880) argue (0.880)
levi (0.877) solomon (0.877) letter (0.877) parsha (0.875) purim (0.865) passover (0.859)
bris (0.852) ritual (0.850) mourn (0.848) statement (0.841) sSea (0.837) question  (0.834)
mikveh (0.827) canaan (0.823) exile (0.811) priest (0.809) yhwh (0.805)

high-priest (0.803) gentile (0.800) tefilin (0.797) jeremiah (0.792) talit (0.776)
ishaiah (0.775) david (0.773) find (0.769) family (0.761) ezekiel (0.760) esther (0.755)
learn (0.753) jesus (0.721) circumcision (0.716) status  (0.713) worship (0.711)
sabbath (0.711) wear (0.698) women (0.694) home (0.680) torah (0.676) elijah (0.674)
marriage (0.672) seal (0.668) Iisraelite (0.667) saint (0.658) prayer (0.652)

messiah (0.644) menorah (0.638) atonement (0.629) joseph (0.614) king (0.612)

moral (0.607) faith  (0.601) teach (0.585) people (0.534) prophet (0.522) egypt (0.521)
word (0.516) isaac (0.513) mount-sinai (0.504)

MOST PROMINENT FEATURES: eastern [0.711] north [0.701] south [0.695] central [0.688]
asia [0.687] africa [0.684] east [0.683] europe [0.682] southern [0.681]

university [0.678] orthodox [0.676] canada [0.676] coast [0.675] eastern [0.674]
academy [0.673] graduate [0.673] college [0.673] medieval [0.673] professor [0.672]
italy [0.671] reform [0.670] 16th [0.669] european [0.667] oOfficial [0.667]

affiliate [0.666] historian [0.666] british [0.664] headquarters [0.662]

edition [0.662] england [0.661]
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E.2: Seven Clusters

CLUSTER 1 “Schools” p(c)=0.1993, p*(c)=0.1457

Buddhism : america (0.999) asia (0.999) japan (0.999) west (0.999) east (0.999)

korea (0.999) india (0.999) china (0.999) tibet (0.999) christian 0.999) school (0.999)
theravada (0.999) hinduism (0.999) south (0.999) found (0.999) tradition (0.999)
study (0.998) country (0.998) history  (0.998) philosophy  (0.997) religion (0.997)
role (0.997) mahayana (0.997) religious (0.996) zen (0.996) sri-lanka (0.995)

scholar (0.995) social (0.994) society (0.993) ethic (0.991) burma (0.991)

missionary  (0.988) founder (0.987) hinayana (0.987) vietnam (0.984) establish (0.982)
member0.981) veda (0.976) argue (0.968) vehicle (0.962) north (0.952)

psychologist (0.945) vajrayana  (0.944) literature (0.895) tantra  (0.895)

writing  (0.890) authority (0.874) writer  (0.859) sangha (0.855) student (0.854)

thai (0.843) discussed (0.810) project (0.775) theory (0.745) vinaya (0.696)

vipassana (0.676) monastery (0.649) discipline (0.608) author (0.599) begin (0.588)
trade (0.579) doctrinal (0.561) koan (0.482)

Christianity :orthodox  (0.999) protestant (0.999) catholic (0.999) west (0.999)
orthodoxy (0.999) organization (0.999) rome (0.999) council (0.999) america (0.999)
pope (0.999) university (0.998) religious (0.998) evangelical 0.997) luther  (0.995)
theology (0.995) vatican (0.993) german (0.993) constantinople (0.992) bishop (0.992)
role (0.991) postmodern (0.991) found (0.988) apostolic (0.985) church (0.981)
association (0.977) baptist (0.954) religion (0.936) tradition (0.933)

patriarch ~ (0.919) jew (0.890) member (0.861) founder (0.815) authority (0.796)
establish  (0.746) history  (0.707) ethic (0.688) ancient (0.595) cardinal (0.558)

Hinduism :west (0.999) christian (0.999) religious (0.999) civilization (0.999)
buddhism (0.999) aryan (0.999) social (0.998) founder (0.998) shaiva (0.998) caste (0.998)
society (0.997) south (0.997) found (0.997) indus (0.996) samkhya (0.996) religion (0.996)
science (0.996) history  (0.996) tradition (0.994) scholar (0.992) foundation (0.991)
country (0.989) muslim (0.989) india (0.989) art (0.988) study (0.988) ancient (0.985)
theory (0.984) classical (0.979) faith  (0.973) philosophy  (0.972) authority (0.972)
school (0.969) valley (0.958) practice (0.940) teaching (0.921) advaitha (0.912)

student (0.899) jain (0.869) doctrine (0.840) idea (0.833) literature (0.832) yoga (0.813)
sankara (0.805) language (0.736) poet (0.674)

Islam : africa (0.999) asia (0.999) west (0.999) east (0.999) sunni (0.999) shiah (0.998)
christian (0.998) country  (0.998) civilization (0.998)  philosophy (0.998) racial (0.998)
found (0.997) shii (0.997) religious (0.997) economy (0.992) sufi (0.988)

university (0.984) science (0.983) jew (0.982) school (0.981) practice (0.979)
founder (0.978) history  (0.975) empire (0.966) foundation (0.958) study (0.952)

race (0.951) india (0.951) student (0.932) finance (0.930) doctrine (0.929)

polygamy (0.905) shariah (0.887) religion (0.872) figh (0.841) branch (0.822)
establish  (0.801) teaching (0.794) ummah(0.762) arabia (0.736) scholar (0.685)
tradition (0.680) ruler (0.645) jihad (0.638) sheikh (0.633) social (0.566)

authority  (0.535) society  (0.534)

Judaism :reform  (0.999) conservative (0.999) reconstructionism (0.999)
zionism (0.999) orthodox (0.999) america (0.999) europe (0.999) sephardim (0.999)
ashkenazim (0.999) religious (0.999) christian (0.999) east (0.999) religion (0.998)

german (0.998) theology (0.997) philosophy  (0.997) rabbinical (0.996) community (0.996)
role (0.995) authority (0.995) society (0.993) social (0.981) establish (0.978)
found (0.976) founder (0.972) country (0.966) history  (0.963) tradition (0.953)
ancient (0.927) school (0.921) scholar (0.881) halachah (0.875) center (0.870)
writer  (0.866) principles-of-faith (0.857) argue (0.851) literary (0.836) area (0.820)

foundation (0.775) law (0.739) code (0.734) student (0.705) hasid (0.704) kabalah (0.700)
north (0.656) liturgy (0.640) teacher (0.600) jesus (0.592) member (0.581)
argument (0.571) ritual (0.568) mystic (0.460) rabbi (0.427) messiah (0.281)

MOST PROMINENT FEATURES: eastern [0.350] africa  [0.329] europe [0.313] north [0.308]
east [0.307] central [0.297] asia [0.294] dominant [0.293] south [0.292] orthodox [0.292]
mainstream [0.291] protestant [0.285] affiliate [0.285] coast [0.284] reform [0.284]
medieval [0.281] ethnic [0.280] russia [0.280] african  [0.28] conservative [0.278]
empire [0.278] southern [0.278] 19th [0.277] oriental [0.274] canada [0.274]

germany [0.273] west [0.273] political [0.272] minority [0.272]
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CLUSTER 2 “Divinity” p(c)=0.1876, p*(c)=0.1379

Buddhism : god (0.865) brahma (0.854)

Christianity : holy-spirit (0.999) jesus-christ (0.998) god (0.997) father (0.997)
savior (0.996) jesus (0.988) baptize (0.988) salvation (0.986) reign (0.985) gift  (0.985)
believing  (0.980) love-of-god (0.973) baptism (0.972) disciple (0.971) command (0.964)
confess (0.951) commandment (0.950) messiah (0.932) faith  (0.919) resurrection (0.902)
abraham (0.837) love (0.835) believer (0.796) teach (0.794) bless (0.787)

redemption (0.742) justification (0.741) grant (0.715) forgiveness (0.690)

gospel (0.681) law (0.661) moses (0.608) faithful (0.574) word (0.517) hear (0.516)
miracle (0.461) being (0.456) prayer (0.438)

Hinduism :god (0.995) brahma (0.497)

Islam :god (0.999) allah (0.998) peace (0.997) messenger (0.991) jesus (0.989)

worship (0.986) believing (0.981) tawhid (0.978) command (0.967) abraham (0.964)

guide (0.960) prophet (0.954) moses (0.934) bless (0.928) believer (0.902) mohamad (0.863)
angel (0.829) mankind (0.784) companion (0.772) divinity (0.741) deed (0.629)

teach (0.584)

Judaism :god (0.994) hashem (0.987) bless (0.656) commandment (0.632) abraham (0.336)

MOST PROMINENT FEATURES: omnipotent [0.272] omniscient  [0.264] almighty  [0.256]
mercy [0.240] infinite [0.240] worship [0.238] all-know  [0.236] glory [0.234]
creator [0.234] grace [0.233] saviour [0.231] manifestation [0.230] ye [0.229]
transcendent  [0.228] praise [0.226] wrath [0.226] gracious [0.225] bestow [0.222]
trinity [0.222] disobey [0.222] sovereign [0.221] jealous [0.219] universe  [0.219]
remembrance [0.219] pray [0.218] surrender [0.217] forgive  [0.217] curse [0.216]
attribute [0.215]

CLUSTER 3 “Religious Experience” p(c)=0.1638, p*(c)=0.1434

Buddhism : phenomenon (0.999) perception  (0.999) consciousness  (0.999) human (0.999)
concentration (0.999) mindfulness (0.999) physical  (0.999) livelihood (0.999)
liberation 0.999) buddha-nature (0.999) awareness (0.999) freedom (0.999) law (0.999)
wisdom (0.999) eightfold-path (0.999) sentient (0.999) emptiness  (0.999) purity  (0.999)
sense (0.999) attain  (0.999) experience  (0.999) existence  (0.999) karma (0.999)
buddhahood (0.999) speech (0.998) universe (0.998) soul (0.998) impermanence (0.998)

salvation  (0.997) emotion (0.997) spiritual (0.997) element (0.997) peace (0.997)
noble-truths (0.997) intention (0.997) enlightenment (0.997) nirvana  (0.997)
moral (0.996) skilful (0.996) behavior (0.996) relationship (0.996) humanity  (0.995)

conditioning (0.995) exist (0.994) meditator  (0.992) awaken (0.991) noble (0.991)
generosity  (0.990) bodhisattva (0.988) suffer (0.988) cause (0.988) unwholesome (0.987)
arhat (0.986) being (0.985) dukkha (0.984) strength  (0.983) samadhi (0.981)

karmic-law (0.976) connect (0.975) attitude (0.970) root (0.965) deliverance (0.965)
faith  (0.961) training (0.957) focus (0.954) samsara (0.947) spirit (0.930)

rebirth  (0.928) problem (0.906) teach (0.897) realm (0.872) practice (0.849)

meditation  (0.760) dharma (0.754) guide (0.743) painful (0.739) metaphysical (0.731)

foundation  (0.702) five-precepts (0.693) gift (0.632) anger (0.587)
reincarnation (0.577) find (0.540) sacrifice (0.474)

Christianity :moral (0.999) human (0.996) humanity (0.973) spiritual (0.968)
relationship (0.961) experience  (0.956) expression  (0.946) incarnation (0.898)

divinity (0.845) atonement (0.799) argue (0.522) guide (0.455)

Hinduism : consciousness (0.999) atman (0.999) human (0.999) existence  (0.998)
liberation (0.998) jnana (0.998) purity  (0.998) sense (0.998) moksha (0.998) soul (0.997)
freedom (0.997) attain  (0.997) universe (0.996) karma (0.996) experience  (0.992)

brahman (0.984) humanity (0.983) manifestation (0.978) discipline (0.972)

spirit  (0.955) element (0.949) rebirth (0.949) reincarnation (0.934) being (0.914)
bhakti (0.904) dharma (0.858) law (0.853) spirituality (0.835) divinity (0.790)
samsara (0.624)

Islam : spiritual (0.999) human (0.999) physical (0.998) moral (0.997)

consciousness  (0.994) humanity (0.992) exist (0.992) justice (0.991) life  (0.989)
existence (0.988) universe (0.973) code (0.938) freedom (0.938) being (0.933)
submission (0.922) wisdom (0.916) spirit (0.904) law (0.866) attitude (0.817)
purification (0.802) judge (0.797) responsibility (0.705) faith  (0.595)
commandment(0.577) man (0.513) creature  (0.493) problem (0.448)
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Judaism : spiritual (0.999) human (0.999) existence  (0.999) physical  (0.998)
expression  (0.998) humanity (0.996) experience  (0.993) moral (0.992) connect (0.991)

revelation (0.989) relationship (0.986) soul (0.983) exist (0.978) freedom (0.971)
universe (0.937) malchut (0.923) divinity (0.903) wisdom (0.895) spirit (0.887)
intellectual (0.819) no-other-god (0.784) shechinah (0.761) faith  (0.758)
divine-creation (0.606) sefirot (0.442)

MOST PROMINENT FEATURES: intrinsic [0.281] mental [0.26] realm [0.260] mature [0.259]
rights [0.258] subjective [0.258] potential [0.254] intellect [0.253] dimension [0.253]
intuitive [0.252] goal [0.251] objective [0.251] innate [0.251] perception [0.246]
physical [0.244] species [0.243] material [0.242] finite [0.242] limitation [0.242]

emotional [0.241] transcend [0.239] dignity [0.23] perfection [0.238] nature [0.238]
infinite [0.237] betterment [0.235] physical [0.233] energy [0.233] reality [0.232]
temporal [0.232]

CLUSTER 4 “Writings” p(c)=0.1181, p*(c)=0.1422

Buddhism : pali-canon (0.999) sanskrit  (0.999) sutra (0.999) pitaka  (0.999)
english (0.998) translate (0.997) chapter (0.994) abhidhamma (0.992) book (0.990)
canonical (0.988) write (0.980) discourse  (0.977) text (0.962) scripture (0.864)
word (0.847) argument (0.643) story (0.639) teaching (0.500) precept (0.346)

Christianity :chapter  (0.999) hebrew (0.999) translate (0.999) greek (0.999)
new-testament (0.999) book (0.999) text (0.999) old-testament 0.999) luke (0.999)
matthew (0.999) passage (0.999) author (0.998) write (0.998) bible (0.998) writer  (0.998)
john (0.997) writing (0.997) study (0.996) apostle (0.993) isaiah  (0.992)

scripture (0.991) language (0.983) revelation (0.983) refer (0.981) paul (0.967)
teaching (0.951) thomas (0.898) argument (0.896) theory (0.883) instruction (0.767)
prophet (0.751) doctrinal (0.662) trinity (0.591) foundation (0.440) birth  (0.359)

Hinduism :rigveda  (0.999) gita (0.999) sanskrit (0.999) upanishad (0.999) sutra (0.998)
smriti  (0.998) brahma-sutra  (0.996) scripture (0.993) mahabharata (0.990) poem (0.989)
text (0.988) purana (0.987) agama (0.987) hymn (0.984) vedas (0.979) epic (0.979)

word (0.977) writing (0.977) book (0.974) write (0.966) author (0.814) ramayana (0.639)
ramanuja (0.614)

Islam :chapter (0.999) surah (0.999) bible (0.999) write (0.999) translate (0.999)
hadith (0.999) book (0.999) language (0.997) scripture (0.996) quran (0.993)

statement (0.989) sunnah (0.987) arab (0.985) author (0.972) english (0.965) imam (0.936)
word (0.932) bukhari-muslim (0.922) writing (0.903) noah (0.869) holy (0.841)

gabriel  (0.692) revelation (0.653) writer  (0.454) testimony  (0.396)

Judaism :tanakh (0.999) scripture (0.999) mishnah (0.999) book (0.999) oral (0.999)
talmud (0.999) bible (0.999) write (0.999) letter (0.999) writing (0.999) gemara (0.999)
chapter (0.999) word (0.998) zohar (0.997) text (0.996) torah (0.995) hebrew (0.989)
author (0.951) ishaiah  (0.948) prophet (0.947) language (0.921) siddur (0.918)
statement (0.912) exodus (0.866) moses (0.862) scroll (0.852) teaching  (0.765)

discuss (0.649) study (0.432)

MOST PROMINENT FEATURES: commentary [0.332] manuscript [0.330] translation [0.328]

dictionary [0.316] grammar [0.304] translate [0.299] english  [0.293] canon [0.289]
translator [0.285] compile [0.284] authoritative [0.284] compilation [0.281]
written  [0.280] script  [0.280] collection [0.279] pronunciation [0.2771 edition [0.277]

edit [0.276] print [0.275] publish [0.274] read [0.273] extant [0.271] verb [0.271]
latin  [0.270] text [0.270] treatise [0.268] verse [0.267] hebraic [0.266]
publisher  [0.266]
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CLUSTER 5 “Festivals and Rite” p(c)=0.1163, p*(c)=0.1443

Buddhism : full-moon (0.999) celebration (0.999) Stupa (0.999) ceremony (0.999)

sakya (0.998) abbot (0.998) ajahn (0.997) robe (0.997) retreat (0.996) house (0.994)

forest (0.991) mandala (0.991) temple (0.985) king (0.982) bodhi-tree (0.981)

pilgrimage  (0.978) worship (0.976) amida (0.971) ordain (0.949) mantra (0.939)

bhikkhu (0.922) monk (0.897) nun (0.887) experiment (0.882) sit (0.870) asceticism (0.806)

meet (0.792) dalai-lama (0.744) branch (0.726) sacred (0.551) instruction (0.548)
prince (0.531) lama (0.528) siddhartha-gautama (0.459)
Christianity :easter  (0.999) tabernacle  (0.999) christmas  (0.999) sunday (0.999)

sabbath (0.999) jerusalem (0.999) pentecost (0.999) city (0.998) season (0.998)
eucharist  (0.996) pilgrimage (0.995) zion (0.994) bethlehem (0.993) story (0.992)
jordan-river (0.991) service (0.991) trade (0.974) elijah (0.970) good-friday (0.969)
mass (0.959) sacrament (0.955) idolatry (0.930) worship  (0.913)

john-the-baptist (0.910) jeremiah  (0.908) ministry (0.904) king (0.892) house (0.854)
bearing (0.826) priestly (0.817) minister  (0.812) monk (0.810) meet (0.767) saint (0.752)
school (0.742) israel (0.716) convert (0.633) predict (0.611) no-other-god (0.600)
intercession (0.545) soul-winning (0.512) student (0.439) gentile  (0.403)

Hinduism :puja (0.999) ganesh (0.999) festival (0.999) ceremony (0.999) durga (0.999)
rama (0.999) pilgrimage (0.999) rite  (0.999) temple (0.999) holy (0.999) Kking (0.999)
kali (0.998) priest (0.998) sacred (0.997) darshan (0.996) kumbhamela (0.995)

prayer (0.995) devotee (0.994) idol (0.993) ahram (0.993) sita (0.993) invoke (0.991)
ram (0.988) sadhu (0.988) varanasi (0.984) krishna (0.984) holy-people (0.981)

hero (0.971) dance (0.971) ritual (0.968) brahmana (0.967) shri (0.944) gift (0.939)
shiva (0.930) raja (0.927) worshiper (0.926) arjuna (0.920) star (0.913) brahmin (0.896)
trimurti (0.874) story (0.841) asceticism (0.840) vishnu (0.837) yogi (0.829)

buddha (0.818) vaishnavism (0.802) guru (0.753) meditation (0.678) shakti  (0.562)
chakra (0.558) mahatma (0.546)

Islam :kaabah (0.999) id (0.999) ramadan (0.999) friday (0.999) id-al-fitr (0.999)
haj (0.999) mecah (0.999) mosque (0.999) salah (0.999) pilgrimage (0.999)
jerusalem (0.999) hijrah  (0.999) madinah (0.998) city (0.996) istanbul (0.995)

ishmael (0.995) pillars-of-faith (0.994) baghdad (0.994) ritual (0.992) fast (0.986)
umar (0.986) army (0.985) story (0.984) house (0.984) succession (0.979) dua (0.976)
company (0.968) prayer (0.961) israel (0.941) faithful (0.929) sacred (0.918) tipu (0.917)

ali (0.887) service (0.859) trade (0.856) calif (0.843) tribe (0.835) descendant (0.814)
abu-bakr (0.761) bank (0.756) charity  (0.739) saint (0.726) read-quran  (0.699)

meet (0.5200 muhammad-the-prophet-of-allah (0.514) mission  (0.447) preach (0.280)
declaration (0.232)

Judaism : sukoth  (0.999) festival (0.999) shavuot (0.999) temple (0.999)

passover (0.999) jerusalem (0.999) rosh-hashanah  (0.999) temple-mount (0.999)
rosh-hodesh (0.999) celebration (0.999) high-priest (0.999) sabbath (0.999)

atonement (0.999) holiday (0.999) mourn (0.999) purim (0.999) menorah (0.999) City  (0.999)
canaan (0.999) mikveh (0.999) candle (0.999) priest (0.998) read-torah (0.998)

service (0.998) david (0.997) calendar (0.997) solomon (0.995) tribe (0.993) king (0.993)
house (0.993) kingdom (0.992) exile (0.992) levi (0.991) talit (0.991) meal (0.990)

sea (0.989) elijah  (0.986) bris (0.985) rome (0.980) holy (0.979) esther (0.976)

judah (0.972) worship (0.972) yhwh (0.971) yarmulke (0.970) prayer (0.969) saint (0.967)

seal (0.960) israelite (0.958) synagogue (0.958) babylon (0.956) ari (0.952)

parsha (0.945) egypt (0.944) isaac (0.939) wear (0.934) sacrifice (0.932) tefilin (0.916)
circumcision (0.912) israel (0.902) ezekiel (0.871) covenant (0.791) noah (0.783)
faithful (0.706) mount-sinai (0.701) yeshivah (0.701) daniel (0.698) home (0.652)

jeremiah (0.641) star (0.595) story (0.586) repentance (0.580) pharaoh (0.496)
mitzvah (0.363)

MOST PROMINENT FEATURES: annual [0.328] festival [0.308] saturday [0.298]

friday [0.294] funeral [0.286] rebuild [0.285] feast [0.282] grand [0.281]

decorate [0.281] shrine [0.281] holiday [0.278] bus [0.278] noon [0.276]

commemorate [0.273] celebrated [0.270] yearly [0.270] mile [0.269]

congregational [0.269] dome [0.268] pilgrimage [0.267] memorial [0.267] nearby [0.26]
season [0.264] don [0.262] afternoon  [0.262] sunday [0.261] december [0.260]

evening [0.260] monday [0.259] throng [0.259]
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CLUSTER 6 “Sin, Suffering and Material Existence”
p(c)=0.1095, p*(c)=0.1425

Buddhism : lamentation (0.999) water (0.999) grief (0.999) Kkill (0.999) eat (0.999)
hell (0.997) animal (0.992) death (0.982) heaven (0.982) birth (0.962) pain (0.919)
man(0.862) tree (0.755) deva (0.525)

Christianity :fire (0.999) punishment (0.999) eat (0.999) water (0.999) animal (0.999)
lost (0.998) hell (0.998) perish (0.997) lamb (0.997) pay (0.996) blood (0.995) eye (0.993)
condemnation (0.993) fish (0.991) sinless (0.989) adultery  (0.989) violence  (0.989)
suffer (0.984) soul (0.977) godly (0.976) earth (0.971) face (0.971) reward (0.966)

death (0.961) devil (0.958) flesh (0.957) sin (0.949) sinful  (0.946) judgment (0.943)

win (0.934) sake (0.933) passion (0.915) mankind (0.899) sinner (0.896) Mman (0.891)
heaven (0.872) voice (0.863) bread (0.857) cross (0.844) earthly (0.833) good-work (0.798)
sacrifice (0.757)  crucifixion (0.695) obey-god (0.673) righteousness (0.584)

angel (0.563) peace (0.525) repentance (0.518) kingdom (0.510) elect (0.506)

Hinduism :animal (0.999) heaven (0.999) earth (0.998) death (0.998) water (0.997)
kill  (0.996) demon (0.992) birth  (0.958) sun (0.955) food (0.941) man (0.825) fire (0.634)
sacrifice (0.569) indra (0.537) person (0.413)

Islam :water (0.999) animal (0.999) hell (0.999) punishment (0.999) paradise (0.998)

food (0.998) pain (0.997) sin (0.995) earth (0.995) adultery  (0.994) Kkill  (0.993)
death (0.993) lawful (0.990) satan (0.986) heaven (0.984) forbid (0.981) poverty (0.946)
soul (0.910) enemy (0.836) intercession (0.832) facing (0.818) drink-alcohol (0.754)

haram (0.723) judgment (0.622) needy (0.606) fight (0.527) idolatry (0.509)
remember (0.499) Wwitness (0.449) master (0.443)

Judaism : animal (0.999) water (0.998) eat (0.998) kosher (0.998) sin (0.989)

heaven (0.989) death (0.987) food (0.987) forbid (0.986) idolatry (0.966) eden (0.955)
hell (0.952) kill ~(0.951) angel (0.946) adam (0.913) Vviolate (0.887) reward (0.871)

hide (0.8200 man (0.746) command (0.708) redemption (0.624) peace (0.591) teshuvah (0.590)
judgment (0.579) golden-calf (0.534) salvation (0.467)

MOST PROMINENT FEATURES: vegetable [0.321] insect [0.318] penalty [0.308]
guench [0.303] drink [0.301] plant [0.296] meat [0.294] fish [0.294] hell [0.293]
bird [0.284] slaughter [0.281] beast [0.278] drop [0.278] taste [0.276] woOrm [0.274]
drinking  [0.274] wild [0.273] pig [0.273] grass [0.272] torment [0.268] boil [0.267]
pour [0.266] Smoke [0.266] poison [0.263] glass [0.263] specie [0.261] fat [0.261]
decay [0.26] injure  [0.259]

CLUSTER 7 “Community and Family” p(c) =0.1053, p*(c)=0.144

Buddhism :child  (0.996) friend (0.993) son (0.981) people (0.977) family (0.958)
guestion (0.940) learn (0.881) hear (0.810) teacher (0.808) disciple (0.528)
master (0.470)

Christianity : friend (0.992) family (0.989) mother (0.984) boy (0.982) question  (0.957)
woman(.956) problem (0.941) learn (0.929) child (0.908) home (0.906) listen (0.893)
teacher (0.834) preach (0.794) find (0.759) people (0.723) reading-bible (0.423)

mary (0.342)

Hinduism : child (0.999) question  (0.997) son (0.994) mother (0.976) family (0.974)
learn (0.958) people (0.911) teacher (0.713) teach (0.615) find (0.606)

Islam : sister (0.999) husband (0.999) wife (0.999) child (0.997) family (0.997)
marriage (0.996) mother (0.996) woman (0.993) brother (0.987) question  (0.987)

father (0.985) daughter (0.985) friend (0.979) female (0.934) home (0.921) share (0.875)
find (0.859) people (0.849) teacher (0.827) son (0.725) learn (0.501)

Judaism : child (0.998) marriage (0.996) wife (0.995) mother (0.993) father (0.985)
women(0.980) question (0.968) family (0.956) people (0.919) joseph (0.879) son (0.858)
hear (0.840) learn (0.833) find (0.803) jacob (0.758) sarah (0.691) status (0.554)
teach (0.533) gentile  (0.521)

MOST PROMINENT FEATURES: husband[0.292] parent [0.290] nursing [0.263] Spouse [0.263]
elderly [0.262] unanswered [0.262] relative [0.261] grandchild [0.259] daughter [0.259]
pose [0.259] answer [0.257] marry [0.256] dad [0.256] extended [0.256] pregnant [0.253]
wife [0.253] sister [0.251] aunt [0.250] married [0.247] wean [0.246] adult [0.244]

nurse [0.241] brother [0.241] rape [0.238] young [0.237] toy [0.235] illegitimate [0.234]
mother [0.234] stranger  [0.234]
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