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Tweet-pooling Document = tweet (Baseline) 
User-pooling Document = all tweets posted by a single user 
Hashtag-pooling Document = all tweets that contain a certain 

hashtag. 

ABSTRACT 
We propose a new pooling technique for topic modeling in Twitter, 

which groups together tweets occurring in the same user-to-user 

conversation. Under this scheme, tweets and their replies are 

aggregated into a single document and the users who posted them 

are considered co-authors. To compare this new scheme we train topic 

models using Latent Dirichlet Allocation (LDA) and the Author-Topic 

Model (ATM) on datasets consisting of tweets pooled according to the 

different methods. We experimentally show that it outperforms other 

pooling methods in both clustering quality and document retrieval.  

TWEET-POOLING SCHEMES 

DATA COLLECTION 

Key issue: Tweets are too short to compute robust per-document term 

co-occurrence statistics and generating coherent topic models is hard. 
 

Solution: Tweet-pooling, merging related tweets to obtain longer 

documents. 
 

Appealing since we can use off-the-shelf topic modeling toolkits. 
 

Existing pooling schemes 

We start with a set of 14 topics and for each topic we select the top 

25 most influential users (according to wefollow.com). We retrieve all 

public tweets posted by these users as well as all tweets that mention 

them during a period of one week in April 2014.  

14 
Categories 

350 
Seed Users 

101K 
Tweets 

POOLING BY CONVERSATIONS 

CLUSTERING EVALUATION 
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A document consists of a seed tweet, the tweets written in reply to it, 

tweets written in reply to these and so on. 
 

Motivation: User-to-user interaction in Twitter tends to be around 

related topics, so pooling tweets by conversations can lead to a more 

coherent document aggregation and more relevant topic extraction.  

Pooling Technique Documents Authors Tokens

Train Conversations 61,795 59,596 510,605
Hashtags 64,789 59,596 643,746
Users 59,596 59,596 510,605
Tweets (not pooled) 81,218 59,596 510,605

Test Tweets (not pooled) 20,304 12,371 120,751

Table 1: Dataset statistics.

Data Splits. We randomly split the tweet corpus into train-
ing (80%) and test sets (20%), preserving the same distri-
bution of tweet categories in both splits. Due to the long
training times of some models we were unable to run cross-
validation (see Section “Run Times”). To be able to compute
the topics of unseen documents using ATM we ensure that
all users in the test set also appear in the training set. We
then aggregate the tweets in the training set using the four
pooling schemes, resulting in four different training sets.

Data Statistics. Table 1 shows various statistics of the train-
ing sets obtained by applying the different pooling schemes,
and of the (unpooled) test set. Since tweets often contain
multiple hashtags, pooling by hashtags results in a dataset
containing 26% more tokens than the other schemes. Fig-
ure 2 shows the distribution of categories in the tweets. Al-
though we have considered the same number of users for all
categories (25), some categories are more represented than
others, indicating that users associated with these categories
tend to tweet more.

Training Configuration. We ran ATM and LDA using
a popular topic modeling toolbox1, which uses Markov
Chain Monte Carlo sampling for inference. As suggested
in (Rosen-Zvi et al. 2004), we set the Dirichlet priors to
↵ = 50/T and � = 0.01. For each model, we ran 10 inde-
pendent chains, using a burn-in time of 2,000 iterations, and
then took samples every 100 iterations, until we collected 10
samples for each chain. When computing word probabilities
per topic, we average the parameters learned across chains.

Results
Evaluating unsupervised topic models is usually challeng-
ing. In our setup, however, we can do so by exploiting the
particular way in which the data was collected. Since our
corpus was retrieved by querying for conversations involv-
ing a set of seed authors, each of which is associated with
one of 14 categories, we have a raw notion of topic label for
each document. We leverage these noisy labels to evaluate
the topics produced by each model from two perspectives:
clustering quality and document retrieval. Finally, we com-
pare their efficiency in terms of running times.

Clustering Evaluation
In our first experiment, we cluster the test tweets by as-
signing the most likely topic predicted by our models, and
compare these clusters with those implied by the underlying

1
http://psiexp.ss.uci.edu/research/

programs_data/toolbox.htm
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Conversations 7.819⇤ 7.420 8.021 8.502⇤ 9.489⇤ 9.967⇤

Hashtags 6.668 7.810⇤ 7.850 8.230 8.846 9.835
Users 7.500 6.812 7.968 7.769 9.200 9.842
Tweets 7.031 6.819 7.456 8.445 9.213 9.595
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Conversations 4.998 5.937 6.532 7.276 8.066 8.837
Hashtags 6.559 5.995 7.011 7.532 8.595 9.270
Users 7.537 6.983 6.933 7.734 8.399 9.313
Tweets 4.562 5.363 5.946 6.636 7.513 8.201
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Conversations 4.514 1.828 1.170 0.654⇤ 0.542⇤ 0.390
Hashtags 2.875 1.965⇤ 1.173 0.583 0.406 0.376
Users 4.407 1.702 1.195 0.517 0.478 0.399⇤

Tweets 3.637 1.549 0.973 0.628 0.464 0.351
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Conversations 2.551 1.469 0.867 0.515 0.332 0.297
Hashtags 3.361 1.705 1.035 0.632 0.471 0.373
Users 4.508 1.614 0.879 0.522 0.374 0.332
Tweets 2.374 1.339 0.761 0.441 0.297 0.254

Table 2: Clustering metrics for various model/topic configu-
rations. The numbers correspond to the means (⇥102) over
10 independent samples. The best result for each value of
T is highlighted in bold. Asterisks denote values where the
difference between the first and second best configurations is
statistically significant (p < 0.05) using a two-sample t-test.

categories. To avoid having to directly map topics to cate-
gories, we use instead two standard clustering measures that
quantify clustering quality against reference classes, Nor-

malized Mutual Information (NMI) and Adjusted Rand In-

dex (ARI) (Manning et al. 2008).
Table 2 shows ARI and NMI scores for several topic

model sizes. For each model/topic configuration we present
the mean computed over ten samples of the Monte Carlo
chain. As expected, NMI increases with the number of top-
ics, since this amounts to creating smaller clusters which
are more likely to be homogeneous. The ARI, on the other
hand, decreases as T increases since it penalizes for the dis-
crepancy between the size of the clusters and the reference
categories. In general, ATM models outperform their LDA
counterparts in both metrics, with pooling by conversations
and hashtags frequently achieving the best or second best re-
sult. ATM-Conversations has a clear advantage over ATM-
Hashtags for T � 100.

Document Retrieval Evaluation
Next, we evaluate the topics discovered by the different
pooling techniques on a document retrieval task. We treat ev-
ery tweet in the test set as a query and return tweets from the
training set according to their topic similarity to the query.
Retrieved tweets are considered relevant if they have the
same underlying category as the query tweet.

We proceed as follows. We use the topics learnt by the
different pooling schemes to infer the topics of all train and
test tweets2. For every test tweet (i.e., query tweet), we com-
pute the cosine similarity between its topics and the topics
of all train tweets, and we retrieve the top 10 most similar
train tweets. Finally, we compare whether the categories of
the retrieved tweets match the category of the test tweet.

2Note that for all pooling schemes except for tweets, the models
are tested on documents in a different format (individual tweets, i.e.
not pooled) from what they were trained on (pooled).

ATM models outperform their LDA counterparts in both metrics. 

Pooling by conversations and hashtags frequently achieve the best or 

second best result. ATM-Conversations has a clear advantage over 

ATM-Hashtags for T ≥ 100. 

We cluster the test tweets by assigning the predicted most likely 

topic and compare these clusters to the underlying (noisy) categories. 

DOCUMENT RETRIEVAL EVALUATION 

RUN TIMES 

MAIN TAKEAWAY 
Pooling tweets by conversations and applying ATM leads to the best 

results. The best alternative, ATM-Hashtags, achieves similar and 

sometimes better results, but takes considerably longer time to train. 

ATM	models	are	slower	than	

their	LDA	counterparts.		

Pooling	by	hashtags	causes	

duplica<on	of	tweets	and	

thus	longer	training	<mes.	

ATM-Hashtags	is	one	order		

of	magnitude	slower	than		

for	any	of	the	other	pooling	

techniques. 
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We treat every test tweet as a query and retrieve training tweets that 

are topically most similar to the query. Retrieved tweets are considered 

relevant if they have the same category as the query tweet.  

•  ATM > LDA 

•  ATM-Conversations > all other pooling techniques 

•  LDA-User/Hashtags > LDA-Conversations/Tweets 

•  In overall, ATM-Conversations performs best 


