How do we navigate the vast amount of data at our disposal? How do we choose a movie to watch, out of the 75,000 movies available on Netflix? Or a new book to read, among the 800,000 listed on Amazon? Or which news articles to read, out of the thousands written every day? Increasingly, these tasks are being delegated to computers—recommendation systems analyze a large amount of data on the user’s behavior and use what they learn to make personalized recommendations for each one of us.

In fact, you probably encounter recommendation systems on an everyday basis: from Netflix to Amazon to Google News, better recommendation systems translate to a better user experience. There are some basic questions we should ask: How good are these recommendations? In fact, a more basic question: What does “good” mean? And how do they do it? As we will see, there are a number of interesting mathematical questions at the heart of these issues—most importantly, there are many widely used algorithms (in practice) whose behavior we cannot explain. Why do these algorithms work so well? Obviously, we would like to put these algorithms on a rigorous theoretical foundation and understand the computational complexity of the problems they are trying to solve.

Here, I will focus on only one of these questions and use this to explain the basic problems in detail, and some of the mathematical abstractions. Consider the case of Amazon. I have purchased some items on Amazon recently: a fancy set of cutting knives and a top-of-the-line skillet. What other products might I be interested in? The basic tenet of designing a recommendation system is that the more data you have available, the better your recommendations will be. For example, Amazon could search through its vast collection of user data for another customer (Alex) who has purchased the same two items. We both bought knives and a skillet, and Amazon can deduce that we have a common interest in cooking. The key is perhaps Alex has bought another item, say a collection of cooking spices, and it is a good item to recommend to me, because I am also interested in cooking. So the message is: lots of data (about similar customers) helps!

Of course, Amazon’s job is not so easy. I also bought a Kindle. And what if someone else (Jeff) also bought a Kindle? I buy math books online, but maybe Jeff is more of a Harry Potter aficionado. Just because we both bought the same book (a Kindle) does not mean that you should recommend Harry Potter books to me, and you certainly would not want to recommend math books to Jeff! The key is: What do the items I have purchased tell Amazon about my interests? Ideally, similar customers help us identify similar products, and vice-versa. So how do they do it? Typically, the first step is to form a big table—rows represent items and columns represent users. And an entry indicates if a customer bought the corresponding item. What is the structure in this data? This is ultimately what we hope to use to make good recommendations. The basic idea is that a common interest is defined by a set of users (who share this interest) and a set of items. And we expect each customer to have bought many items in the set. We will call this a combinatorial rectangle (see image). The basic hypothesis is that the entire table of data we observe can be “explained” as a small number of these rectangles. So in this table containing information about millions of items and millions of users, we hope to “explain” the behavior of the users by a small number of rectangles—each representing a common interest.

The fundamental mathematical problem is: If the data can be “explained” by a small number of rectangles, can we find them? This problem is called the combinatorial rectangle detection problem, and it plays a large role in the design of real recommendation systems. In fact, there are many algorithms that work quite well in practice (on real data). But is there an efficient algorithm that works on every input? Recently, we showed that the answer is yes! Our algorithm is based on a connection to a purely algebraic question: Starting with the foundational work of Alfred Tarski and Abraham Seidenberg, a long line of research has focused on the task of deciding if a system of polynomial inequalities has a solution. This problem can be solved efficiently provided the number of distinct variables is small. And indeed, whether or not our table of data has a “good” nonnegative matrix factorization can be rephrased equivalently as whether or not a certain system of polynomial inequalities has a solution. So if our goal is to design fast algorithms, the operative question is: Can we reduce the number of variables? This is precisely the route we took, and it led us to a (much faster) provable algorithm for nonnegative matrix factorization whose running time is optimal under standard complexity assumptions. Another fundamental mathematical question is: Can we give a theoretical explanation for why heuristics for these problems work so well in practice? There must be some property of the problems that we actually want to solve that makes them easier. In another work, we found a condition, which has been suggested within the machine learning community, that makes these problems much easier than in the worst case. The crux of the assumption is that for every “interest,” there must be some item that (if you buy it) is a strong indicator of your interest. For example, whoever buys a top-of-the-line skillet is probably interested in cooking. This assumption is known in the machine learning literature as separability. In many instances of real data, practitioners have observed that this condition is met by the parameters that their algorithm finds. And what we showed is that under this condition, there are simple, fast algorithms that provably compute a nonnegative matrix factorization.
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with time. As the performers develop and become comfortable with their chosen material, it becomes easier to move beyond the confines of the orbits.

Over the course of our discussions, Helmut pointed out the notion of orbiting around something is not exactly defined in physics. Nonetheless, if the bodies’ masses were about the same size, they could be said to orbit each other. He also drew a chart, which showed that if three celestial bodies A, B, C exist, they could be located either close to each other (ABC), far away from each other (A—B—C), or in various other configurations: (AB)—C, (BC)—A, (AC)—B. Also, if B and C were of comparable size and A was much bigger, then the system (BC) could be said to orbit around A, and so forth. I felt that these maxims could apply directly to performers in Orbit Design.

Helmut had also noted that solutions exist to the three-body problem in which the bodies move from one configuration to another in random order. For example:

\[(ABC) \Rightarrow (AB) \Rightarrow (C) \Rightarrow (ABC) \Rightarrow (AB) \Rightarrow (B) \Rightarrow (AC) \ldots\]

Each a "semi-circle" could mark one realization of a performance of Orbit Design. Of course, there are many, many others. Indeed, as a consequence of the "open" nature of the score (which, as noted, consists only of written instructions), each performance necessarily ends up being distinct.

Recognizing the unique element, the director/cum producers scheduled the premiere on three successive nights with three completely different ensembles. On the first night, Orbit Design was performed by a percussion sextet featuring So Percussion Quartet, Doug Perkins, and Bobby Preve; the second night it was played by the trio Forbidden Flute; and the third night it was realized by the string quartet Brooklyn Rider. The three incarnations differed vastly; each had its own profile and dynamic shape. The percussion was sprawling yet serene, the flutes sporadic and sinesis, the string quartet alternately comic and blissful. The players performed with formidable concentration, and afterward they expressed deep satisfaction with their ability to build their own compositions from "scratch."

As the date of the premiere grew near, I decided that there was no reason to restrict Orbit Design to musical realizations, as the instructions could apply equally well to dancers, actors, jugglers, or any kind of performer. My friend, choreographer Abigail Levine, who had helped me home some of the formal concepts, attended the performances and decided to choreograph the work for an upcoming project with Movement Research at the Judson Church in New York City. She paired it with a dance for three performers, titled Distance Measures, and I participated as one of the musicians, alongside Forbidden Flute. Thus the gravitational "choreography" to which Helmut alluded finally had a chance to manifest itself in real time and evolve into another dimension.