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Abstract

The traditional concurrent zero knowledge setting considers a server that proves a statement in zero-
knowledge to multiple clients in multiple concurrent sessions, where the server’s actions in a session
are independent of all other sessions. Persiano and Visconti [ICALP 05] show how keeping a limited
amount of global state across sessions allows the server to significantly reduce the complexity of indi-
vidual sessions, while retaining the ability to interact concurrently with an unbounded number of clients.
Specifically, they show a protocol that has only slightly super constant number of rounds; however the
communication complexity in each session of their protocol depends on the number of other sessions.
This has the drawback that the client has no a priori bound to the resources required for completing the
protocol up to the moment where the protocol is completed.

We put forth a new model, namely, the committed-server model that avoids the main disadvantage of
the protocol of Persiano-Visconti. In this model, the server must commit to the complexity of the protocol
at the start of each session. We construct a constant-round (fully) concurrent zero-knowledge argument
system in the committed-server model, based on collision-resistant hash functions. The main techni-
cal tool underlying our result is an adaptation of the “committed-simulator” non-black-box simulation
technique.
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1 Introduction

Classical cryptographic protocols for fundamental tasks such as zero-knowledge proofs [GMR89] and secure
computation [[Yao86, GMWS7|| only promise “stand-alone” security. However in many real-life scenarios,
such as when running protocols over the global internet, such a security guarantee is insufficient. This has
motivated the study of concurrently secure protocols, that is protocols that remain secure even when multiple
instances of the protocol are executed concurrently.

When modeling concurrent protocol executions, the standard assumption is that the honest parties act
independently in all sessions. That is, in every session, the honest party simply follows the protocol and
ignores the other sessions. While this model maximizes the flexibility in protocol deployment, designing
secure protocols in this model with minimal complexity and trust assumptions is a challenging goal. For
example, in the case of concurrent zero-knowledge, known protocols require logarithmic round complexity
[PRS02]. The situation is even worse in the case of secure computation, where achieving concurrent security
without trust assumptions is, in fact, impossible (e.g., [CFOT], Lin04, AGI™12]).

The Client-Server Model. Fortunately, in many real world applications it is possible for an honest party to
correlate its strategies in different sessions. A typical example of such a scenario is the client-server model,
where a server interacts concurrently with multiple clients. Indeed, by allowing the server to use a correlated
strategy across sessions, we can simplify the session protocol and potentially make it more efficient. As a
trivial example, consider a server that refuses to start a new session until the previous session is completed.
In this manner, the server can make sure that all sessions are executed sequentially, and therefore, a stand-
alone secure protocol would suffice. The problem, of course, is that such a correlated strategy may hurt the
availability (namely, the incurred overall delay) of the service, since clients may be rejected or forced to wait
till other sessions end.

The focus of this work is on finding strategies that optimize the efficiency of individual sessions as well
as the server availability.

Prior Works and their Limitations. One approach to improve the server availability in the trivial example
above is to use a bounded concurrent protocol, that is, a protocol that remains secure when executed in m
concurrent sessions for some fixed polynomial m. Now, the server only refuses (or delays) new sessions
when the total number of active sessions exceed m. While constant-round bounded concurrent protocols
exist [BarO1l [PRO3], their communication grows linearly with m. This is problematic since in many cases
the “correct” bound m is unknown at the time of protocol design. Concretely, setting too large a value for m
may be wasteful in communication while setting too small a value for m will hurt server availability. Ideally,
we would like to dynamically increase the complexity of the protocol as the number of sessions increase.

Towards this end, Persiano and Visconti [PVOS] proposed a model for concurrent security where the
server can increase the communication and round complexity of the protocol in every session “on-the-fly.”
More concretely, at any point during the protocol execution, if the server becomes “too busy” it can add
more rounds to the current execution. In this model, [PVO0S] construct a (fully) concurrent zero-knowledge
protocol. The round complexity in every session of the protocol can be bounded by any super-constant
function and the communication is proportional to the number of currently active sessions.

However, while the flexibility of dynamically increasing the protocol complexity during a session serves
well for the server, it may be problematic for the clients. Specifically, when a client connects to the server, it
does not know how expensive it would be to complete the interaction. As such, a client may end up spending
much of its resources only to find out that its total available resources are insufficient. In fact, clients may
well prefer the bounded concurrency approach where a bound on the protocol complexity is known ahead of
time.



1.1 Our Contribution
In this work we put forth a new model for concurrent security in the client-server setting, where:
e The server can dynamically increase the complexity of the protocol as the number of sessions increase.

e Still, at the start of every session, the server must commit to the complexity of the protocol executed in
the session.

We refer to this as the committed-server model. We believe that this model correctly captures the require-
ments of both parties in the client-server setting. Working in this model allows us to strike the right balance
between protocol efficiency and server availability, as expressed by the following result:

Theorem 1.1 (Informal). Assuming collision-resistant hash functions, there exists a constant-round fully
concurrent zero-knowledge argument in the committed-server model. The communication complexity of the
protocol in each session grows at most linearly with the total number of sessions initiated so far.

We also give a more refined analysis where we define a notion of dependence between sessions and then
bound the communication complexity of a session to be linear in the number of sessions on which the said
session depends. In some natural schedules this number is much smaller than the overall number of sessions
initiated so far. See more details within.

Improvements over Prior Works. The main advantage of our protocol over [PV035] is that in our protocol
the server commits to the complexity of the protocol at the beginning of the session. This allows the clients
to evaluate their resources and decide whether or not they wish to continue the execution.

Our protocol only requires a fixed constant number of rounds, which improves upon the best known
result for concurrent zero-knowledge in the plain model based on standard assumptions [PRS02]]. In fact,
even though our model is strictly more demanding than the model in [PV05], we also improve upon their
protocol where the round complexity must grow with the number of sessions.

1.2 Our Techniques

Barak’s bounded concurrent protocol. We start by recalling the bounded concurrent zero-knowledge
protocol of [BarO1l]. Barak’s protocol consists of two phases, namely, a preamble phase and a proof phase.
Following the Feige-Lapidot-Shamir paradigm [FLS99], the preamble phase defines a “trapdoor” that can
only be obtained during simulation. Using this trapdoor, the zero-knowledge simulator is able to simulate
the proof stage.

In Barak’s protocol, the preamble stage consists of the prover sending a commitment ¢ to some code and
the verifier responding with a random challenge r. To obtain a trapdoor, the simulator needs to commit to a
program II that outputs the verifier’s challenge r. Now, in the stand-alone setting, a non-black-box simulator
can simply commit to the code of the verifier’s next message function to obtain the trapdoor. However,
in the concurrent setting, an adversary may schedule messages of other sessions between the “c” and “r”
messages of a given session. Since » may depend upon these messages, we must now allow the program II
to also receive “auxiliary input” y that can help it predict r. In particular, the input y will account for all
the messages received by the verifier in other sessions before outputting . Note that for the protocol to be
sound, it must be non-trivial for a cheating prover to find a trapdoor; therefore the length of the auxiliary
input y must be shorter then the length of the challenge r. Overall, we need the total length of messages
received by the verifier in other concurrent sessions to be smaller than |r|. Then, setting || = 2¢ - m, where
¢ is the length of prover’s messages in a single session, will allow simulation of m concurrent sessions.

The single server protocol of [PV05]. Let us now briefly discuss the result of [PV05]]. Roughly speaking,
the main idea in [PVOS]] for handling an unbounded number of sessions is to make the length of protocol



messages unbounded as well. Concretely, the protocol starts like the bounded concurrent protocol of Barak,
where the length of the challenge r is 2¢ - n allowing n concurrent sessions to be simulated. If the adversary
starts more then n sessions during the preamble stage, the prover repeats the preamble stage, this time with
a challenge of length 2/ - n2. This process continues until the length of incoming messages to the verifier in
all concurrent sessions is less then the length of the last challenge. Since the number of concurrent sessions
started by an efficient adversary is bounded by some polynomial n°, the number of rounds in every session
will be a constant that depends on c.

Towards constant-round ZK in the committed-server model. In order to construct a constant-round
ZK protocol in the committed-server model, we adopt the same basic idea as [PV05]. That is, we allow the
server to dynamically increase the complexity of the protocol as the total number of active sessions increases.
However, note that the crucial difference between the committed-server model and the model of [PVO05] is
that in the former, the server cannot increase the complexity of the protocol during a session. In view of this,
our first idea is the following: in every session, the prover sets the length of the verifier’s challenge based on
the number of open sessions at the start of the session. Concretely, if the number of open sessions is between
n(i=1) and n’, then the length of 7 is set to 2¢ - n’.

The problem is that now, it is no longer clear how to simulate. Indeed, consider a session s for which
the length of 7 is set to 2¢ - n’ at the start. Now, it may happen that an adversary starts many new sessions
and interleaves the messages of these sessions between the ¢ and r messages of s. If the total length of the
interleaved messages exceeds 2/ - n’, we cannot simulate. Therefore, a new simulation strategy is required.

Committing to the simulator’s code. Our solution is based on a non-black-box simulation technique that
was originally suggested in [DGS09] and later used in several other results [CLP13al \GJO™ 13, [PRT13,
Goy 13, ICLP12]]. The main observation behind this technique is that even if the auxiliary input y used by the
simulator is long, it has a short representation as it simply consists of the messages generated by the simulator
itself. The simulator can take advantage of this fact and commit to a version of its own code that outputs the
challenge r without receiving any additional auxiliary input. The problem is that in order to prove that such a
trapdoor is valid, the simulator must construct a proof arguing about its own execution. Constructing such a
proof may involve multiple levels of recursive proof construction. Since the overhead of constructing proofs
for computations is polynomial, the simulator’s running time quickly becomes exponential.

Our main idea is to use bounded concurrent simulation technique to “flatten” the recursion tree, avoiding
the blowup in the simulator’s running time. Next we describe our idea in more detail. We start by assigning
a level to each session. All sessions where the length of the challenge r is 2/ - n' are assigned level i. Our
protocol is defined such that for every i, the total number of sessions at all levels < i is at most n'. It follows
that in every session at level ¢, the verifier’s challenge is long enough to account for all the messages received
by the verifier in sessions at levels < ¢. To deal with the messages sent in sessions at levels > 4, the simulator
will commit to a specific part of its own code.

Let us elaborate further. The simulator Sim is divided into multiple components {Sim;} where the
7’th component Sim; is in charge of simulating sessions at level i. To simulate a session at level ¢, Sim;
will commit to a program II; that contains the verifier’s code together with the code of all the simulator’s
components Sim; for j > 7. We can think of the program II; as a new verifier that simulates all sessions at
levels > ¢ internally and forwards externally the messages in sessions at level < . Since sessions at level
i use a challenge of length 2¢ - n’ and the total number of sessions at levels < i is at most n’, we have that
Sim; can encode all the messages sent to II; as auxiliary input.

Simulator’s running time. Finally, we argue that the running time of the simulator is polynomial. Using
the analysis of the bounded concurrent protocol, we have that the running time of the component Sim; is
polynomial in the running time of the program II;. Since II; simply emulates all the simulator components
Sim; for j > 4, we have that the running time of Sim; is only polynomially larger then the total running time
of all the components Sim; for j > 4. Since the total number of concurrent sessions started by an efficient



adversary is bounded by some polynomial n¢, we get that the total number of levels is constant and therefore
the running time of all the simulator’s components is bounded by a polynomial.

Avoiding circular use of randomness. We note that by using the above leveled simulation strategy we do not
only avoid the blowup in the simulator’s running time, but also avoid some of the technical complications that
arise when the simulator commits to its own code. For example, in [[CLP13al |Goy13}I(CLP12], the simulator
needs to commit to it’s code together with the randomness that it will use to simulate the rest of the protocol.
These works develop additional techniques to deal with this problem. In our setting since every component
only commits to the randomness used by the higher level component, such circular use of randomness is
avoided, resulting in simpler protocol and analysis.

Taking advantage of terminating sessions. A natural requirement from a protocol in the committed-server
model is that as existing sessions terminate and the load on the server decreases, the complexity of the
protocol in new sessions decreases as well. We note that extending our simulation strategy to satisfy this
requirement is not straight-forward. The problem is that our simulation strategy assumes that for every
session at level 7, the total number of concurrent sessions at levels < ¢ is bounded by nt. However, imagine
that all the sessions at levels < ¢ terminates and a new session starts. Then, if we choose to decrease the
protocol complexity in the new session, then the total number of sessions at levels < i may exceed n'.
We show how to decrease the complexity of new sessions as sessions terminate, while preserving overall
simulatability.

1.3 On Secure Computation in the Client-Server Setting

The Committed-Server Model. In light of our positive result for the zero-knowledge functionality in the
committed-server model, a natural next step is to try to achieve concurrently secure computation. Indeed, in
light of the strong impossibility results in the plain model [CFOT} [CKLO03| [Lin04, BPS06, [Goy 12, IAGI ™12}
GKOV12]], achieving feasibility results for concurrently secure computation in weaker (but still realistic)
models is well motivated.

We observe that existing impossibility results for concurrently secure computation, in fact, carry over
to the committed-server model. In essence, these results state that the communication complexity of a pro-
tocol that is secure with respect to m concurrent executions, must be at least m [BPS06, [Goy12, I AGI™12,
GKOV12]]. Therefore, in the committed-server model, once the server commits to executing a protocol with
communication complexity m, an adversary can simply start more than m new sessions.

The Non-Committed Server Model. Due to the above impossibility, we revisit to the security model of
Persiano and Visconti [PVO0S], where the server can dynamically increase the complexity of the protocol
during a session. In this model, that we refer to as the non-committed server model, we show that it is, in
fact, possible to overcome the known impossibility results and obtain positive results for concurrent two-
party computation. In our eyes, this further motivates the study of concurrent security in the client-server
setting.

We start by formalizing the non-commited server model. We observe that the framework of [Lin03|
PRO3| [Pas04] for constructing concurrently-secure protocols can be easily adapted to the non-committed
server model. Then, applying their framework to the zero-knowledge protocol of [PVO3S] yields (fully)
concurrently secure two-party computation protocols. In fact, the client-server setting enables further sim-
plification over existing protocols, since we are only interested in the concurrent security of the server. We
refer the reader to Appendix[A]for details, and conclude the present discussion by giving some brief intuition
on why the non-committed server model enables bypassing the impossibility results for concurrently secure
computation in the plain model.

The main technical problem that arises in the setting of secure computation w.r.t. unbounded concurrency
in the plain model is the following: Since the number of sessions is unbounded, we cannot a priori bound



the total number of protocol output messages across all sessions. Further, the session outputs cannot be
“predicted” by the simulator before knowing the adversary’s input. As such, known non-black-box simula-
tion techniques that either rely on bounded-concurrency arguments (e.g., [BarO1[]) or “committed-simulator”
strategies (e.g., [CLP13a, Goy13, I(CLP12]) cannot handle these unbounded number of messages and inher-
ently fail. In contrast, in the non-committed server model, the server’s ability to dynamically increase the
protocol complexity during a session naturally opens doors to the design of protocols where simulation can
always be performed by relying on a bounded-concurrency argument. This is exemplified in the protocol of
[PVOSI], and the same intuition carries over to the setting of secure computation as well.

1.4 Related Works

Optimistic Concurrent Zero Knowledge. The work of Rosen and Shelat [RS10]] also studies the round
complexity of concurrent zero-knowledge proofs in the client-server setting. Similarly to [PV05], Rosen and
Shelat work in the non-committed server model. However, they focus on improving the round complexity
of concurrent ZK w.r.t.“optimistic” adversarial schedules. Another important difference from [PV03] is that
their protocol has a fixed bound on the communication complexity that is independent of the adversary.

In contrast, we construct concurrent zero-knowledge protocol in the committed-server model that achieves
constant-round complexity, even for worst-case adversarial schedules.

Concurrent ZK in the Plain Model. Improving the round-complexity of concurrent zero-knowledge proofs
in the plain model has been an active area of research. Starting from [RK99|], the round-complexity of
concurrent zero-knowledge w.r.t. black-box simulation was improved in a series of works [KPO1l [PRS02],
with the best known result [PRSO2] achieving logarithmic round-complexity (which is essentially optimal
[CKPRO2]).

Recently, Chung et al. [CLP13b] give a beautiful construction of a constant-round concurrent ZK proto-
col in the standard model from a non-standard (but falsifiable) assumption. Gupta and Sahai [GS12] present a
different constant-round construction based on a knowledge assumption. In this work, however, we focus on
achieving constant-round concurrent ZK in the client-server setting based on standard hardness assumptions.

We note that our technical tools are similar to the ones in [[CLP13b]. In particular, both works use the
“committed-simulator” technique along with ideas from bounded-concurrency to avoid blowup in simulation
time. Beyond this, we do not know of any deeper connections between our work and [CLP13b].

2 The Committed-Server Model

In this section we formally describe the committed server model. We start by describing the general syntax
and the model of communication. We then consider the specific case of zero-knowledge proof systems in the
committed server model and present a security definition for the same.

Let Server be interactive PPT machine that interacts with multiple clients in concurrent sessions and
let {(S¢,Ce)}ycr be a family of protocols parameterized by a load parameter £ where for every ¢ € N,
S¢ and C; are PPT machines. A protocol in the committed server model is defined by the tuple II =
(Server, {(S¢,Cr) }).

(Honest) Protocol Execution. The execution of a protocol II = (Server, {(S;,Cy)}) in the committed
server model consists of a single server executing the algorithm Server while interacting with multiple clients
concurrently. To initiate a new session a client sends a special session initiation message to the starver. In
response to the session initiation message, the server chooses a load parameter ¢ for the session and sends it
to the client. In the rest of the session we require that the algorithm Server follows the strategy S, while the
client follows the strategy Cy.



An execution of the protocol IT with p(n) sessions is defined by the randomness of all the clients and the
schedule of messages across all the sessions. Even though for every fixed load parameter ¢, the strategies
Sy, Cy are efficient, the server algorithm may choose ¢ to be very large, increasing the running time of the
concurrent execution. Therefore we explicitly require the efficiency of a concurrent execution.

Definition 2.1. A protocol (Server, {(Sy,Cy)}) in the committed server model is efficient if for every polyno-
mial p there exists another polynomial q such that the running time of Server in every execution with p(n)
sessions is bounded by q(n).

Zero Knowledge in the Committed Server Model. Let I = (Server, {(S;,Cy)}) be a protocol in the
committed server model. We say that II is an interactive proof system for an NP language L if for every
¢ € N, the protocol (S, Cy) is an interactive proof for £. We now define a zero-knowledge proof system in
the committed server model.

Let II be an interactive proof for language £. Consider a concurrent adversary V'* that, given input
x € L, interacts with the server in an execution of II consisting of an unbounded (polynomial) number of
concurrent sessions. For simplicity we assume that the statement x is the same in all sessions. We assume
that V* controls the scheduling of the messages across all the sessions. Let Viewy(z, z) be the random
variable describing the output of V'* executed with auxiliary input z.

Definition 2.2 (Concurrent Zero Knowledge in the Committed-Server Model). Let IT = (Server, {(Sy,Cs)})
be an interactive proof system for language L in the committed server model. We say that 11 is zero knowl-
edge if for every PPT concurrent adversary V* there exists a PPT algorithm S, such that the following
ensembles are computationally indistinguishable,

{Viewy+«(z, Z)}xeﬁ,ze{o71}* ~e {S(, Z)}xeﬁ,ze{o,l}* .

3 Constant-Round Zero-Knowledge in the Committed-Server Model

In this section we describe a constant-round ZK protocol ITx = (Server, {(Py, V¢)}) in the committed-server
model. We start by defining a family of protocols {(F, V;)},. Where, roughly speaking, the protocol
(P, V) is simply Barak’s bounded-concurrent ZK protocol [BarO1]] with n as the a priori bound on the
number of sessions. We then define the server algorithm Server to complete the description of 11,.

The protocol (P, V;). The protocol will make use of the following primitives: a statistically binding com-
mitment Com, a family H = {#, },, <y of collision-resistant hash functions such that i € H,, maps strings in
{0, 1}* to strings in {0, 1}", and a witness-indistinguishable universal argument UA for an NTIME(T'(n))-
complete language where T : N — N is a “slightly” super-polynomial function, for example 7'(n) = n!°8"
[BGOS]. In the description of the protocol, the length of the verifier’s messages will depend on a parameter
m that denotes the total length of the prover’s messages in the protocol.

Remark 3.1. The relation Ly presented in Protocol [I]is slightly oversimplified. For this relation, we can
prove the security of Protocol [1| when H is collision-resistant against “slightly” super-polynomial sized
circuits. For simplicity of exposition, in this manuscript, we will work with this assumption. We stress,
however, that as discussed in several prior works (see e.g., [BGO8]), this assumption can be removed by
using an appropriate error-correcting code.

The server algorithm Server. We start by describing a simple server algorithm that only assigns monoton-
ically increasing values of the load parameter to new sessions. In Section [3.2] we describe a better server
algorithm that decreases the load parameter when some of the concurrent sessions terminate.

The algorithm Server maintains a variable SessionCount that counts the number of concurrent sessions
started so far. Whenever a client initiates a new session, Server increases the value of SessionCount. When a



Common Input: z € L.

Auxiliary Input to P: A witness w for z € L.

Initiation Stage:
V, samples h < H,, and sends h to P;.
Preamble Stage:
1. Py sends ¢ = Com(h(0™)) to V.
2. Vp samples r « {0, 1}"f‘m+" and sends r to P;.
Proof Stage:
Py and V; execute the protocol UA where Py proves that x € LV (h,¢,r) € Ly.

The language L is defines as follows: (h, ¢, r) € Ly iff there exista program IT € {0,1}*, astringy € {0,1}*,
and randomness s for Com such that:

L Jy| < [r] —n.
2. ¢ = Com(h(II); s).
3. II(y) outputs r within T'(n) steps.

Figure 1: Protocol Family (P, V;) for ZK in the Committed-Server Model (Protocol i

new clients sends a session initiation message to the server, Server sets the load parameter ¢ for that session
such that =1 < SessionCount < n?.

3.1 Analysis of 11,

The proof that for every ¢ € N, the protocol (P, V;) is complete and sound, follows directly from the
analysis of the bounded-concurrent ZK protocol in [BarOll]. In this section we first show that for every
¢ € N, Protocol [1]is efficient according to Definition We then show that II,, is ZK in the committed-
server model.

Protocol [1] is efficient. Let p be a polynomial and let £m,x be such that for large enough values of n,
p(n) < nm=. By the definition of the server algorithm Server, in an execution with p(n) sessions, the load
parameter of every session is at most £ax. Since the running time of P, only grows with ¢, we have that the
running time of Server in every session is at most the running time of Py__ and therefore the total running
time of Server is bounded by a polynomial that depends only on p.

Protocol IT,, is ZK in the committed-server model. Let V* be a malicious verifier that starts at most nfma
sessions for some constant £« By the definition of the server algorithm Server, the load parameter of every
session in an honest execution is at most pax. We construct a simulator Sim = (Simyo,q, {Simg}) consisting
of Simjoaq and max other components {Simg}sep, ... Roughly speaking, the component Simjo,q simulates
the servers responses to the clients session initiation message in all sessions. The component Simy simulates
all the executions of (P, V;) in sessions with load parameter ¢. We now give more details.

The component Sim,,4. This component simulates the server’s responses to the clients session initiation
message in all sessions. This simulation involves assigning a load parameter for every session started by
V*. Since the honest server Server selects the load parameter in each session based only on the (public)



adversarial scheduling, Simj,,4 can use the exact same algorithm as Server, resulting in a perfect simulation
of these messages.

The component Sim,. This component simulates the interaction of (P, V) in all the sessions with load pa-
rameter /. At a high-level, the simulation will follow the simulation strategy of Barak’s bounded-concurrent
ZK protocol [BarOl]]. According to this strategy, the simulator sends a commitment c to the code of the
verifier and then uses this code as a trapdoor witness, proving that c is commitment to a code II that outputs
the random string r sent by the verifier. All the messages simulated in concurrent sessions are given to IT as
auxiliary input. The main problem is that in order to guarantee that the protocol is sound, the program II is
only allowed to get an auxiliary input of bounded length; however, the number of concurrent sessions in our
setting are not bounded.

We fix this problem in the following manner. Instead of simply committing to the code of V*, Simy
will commit to a program V;* that includes the code of V* as well as the code of the simulation components
Simjgag and Simy 1, ..., Simg, . . Roughly speaking, the program V;* will simulate all the sessions with load
parameter ¢/ > / internally, and therefore Sim, will need to provide as auxiliary input only the messages of
concurrent sessions where the load parameter is at most ¢. It follows from the description of Server that the
number of concurrent sessions where the load parameter is at most ¢ is bounded by some polynomial (that
depends on £). Therefore, it is possible to include all of these messages as an auxiliary input to V"

Next we formally describe the simulator component Simy, starting with the definition of the program V*.

The program V". V" is an interactive algorithm that includes the code of V* together with the code of the

simulation components Simjag and Simgq1,...,Simg, . V;" uses the same randomness as Sim to execute

V* and all the other simulation components. V;* will emulate the execution of V*, and will use the mentioned

simulator components to internally simulate the responses to the session initiation messages in all sessions as

well the prover messages of the protocols (P, Vi) executed in the sessions with load parameter ¢’ > ¢. In

the sessions with load parameter ¢ < ¢, V;* will forward the messages of the protocol (P, Vi/) externally.
In every session with load parameter ¢, Sim, will simulate the execution of ( Py, V;) as follows:

1. Simy receives the description of a hash function A from V*.

2. Simy sends a commitment ¢ to the hash of the code of a program II that given auxiliary input y =
(m1,...,my), emulates an execution of V" when receiving the messages my,...,m;, and outputs
V,"’s next message.

3. Simy receives the the random string 7 from V*.

4. Sim; sends a UA proof using a trapdoor witness that contains the code of the program II and an
appropriate auxiliary input string y. The string y is a list of all the prover messages that were simulated
by Sim in all sessions with load parameter at most ¢ and sent before V* sent the random string 7 in the
present session.

Next we show that Sim, constructs a valid witness for the statement (h,c,r) € Ly. This amounts to
proving that II(y) outputs r and that |y| < |r| — n. We also need to show that the running time of II(y)
is at most 7'(n). We will show that the last statement is correct when we analyze the running time of the
simulation.

Proof that I1(y) outputs r. The program II(y) outputs the next message of V;* given the external messages
in y. V" emulates V* using the same randomness as Sim. Is is left to show that the messages sent to V'*
emulated by V;* and by Sim are identical. Recall that the messages sent to V* in the execution emulated by
V,* are as follows: in sessions with load parameter larger than /, the messages are generated by the internal
simulation of V/, and the messages sent in sessions with load parameter at most £ are specified in y. For
sessions with load parameter larger then /, the messages sent to V* in the emulation of V;* and of Sim are

9



identical since they are generated using the same simulation algorithm and using the same randomness (by
the construction of V;*). For sessions with load parameter at most £, the messages sent to V* in the emulation
of V;* and of Sim are identical by the way the auxiliary input string ¥ is constructed.

Proof that |y| < |r| — n. The auxiliary input string y constructed by Sim, contains only prover messages
in sessions with load parameter at most /. By the definition of the server algorithm Server there could be
at most n’ such sessions, and the total length of all the prover messages in every session is bounded by the
parameter m. Therefore we have |y| < n’-m. Since V; samples r € {0, 1}”2‘"‘*” we have that |y| < |r|—n.

Proof that the simulated view and the real view are indistinguishable. For 0 < ¢ < /.4, let H; be the
hybrid experiment that is identical to the execution of Sim except that the executions of protocols (P, Vi)
for ¢/ < / follow the honest prover strategy using a valid witness for x € L. Since Sim)o,q simulates the
responses to the sessions initiation messages perfectly we have that:

Hy,, = Viewy«(z,2), Hy=S8(z,2) .

It is therefore sufficient to prove that for every 0 < ¢ < lpax, Hy =, Hyy1. By the definition of the server
algorithm Server, the number of sessions with load parameter £ is at most nt. For0 < i < n’, let H, ¢,; be the
hybrid experiment that is identical to H, except that the first i executions of the protocol (P, V) follow the
honest prover strategy using a valid witness for z € L. It follows that:

Hype = Hepr, Heo=Hy

It is therefore sufficient to prove that for every 0 < ¢ < n?, Hyj~cHpiqr.
Let H, , be the hybrid experiment that is identical to the Hy; except that the execution of the witness-

indistinguishable universal argument UA in the proof stage of the i execution of the protocol { Py, V;) uses
a valid witness for z € L instead of the trapdoor witness. Note that in an execution of Sim, the randomness
of the component Simy used for the UA prover executed in the proof stage of the protocol (P, V) is also
used by the components Sim for ¢ < £ in the construction of the program V. However, in the experiment
Hy ;, all the simulator components Sim, for ¢/ < { are replaced by executions of the honest prover. Since
the randomness of the component Sim, used for the simulation of the UA prover in the protocol (P, V)
is not used in any other part of the simulation, it follows from the indistinguishability property of UA that
Hgﬂ‘ e Hé’l

Note that the experiment Hy ;1 is identical to the experiment H, 271» except that in the experiment Hy ; 1,
the prover commitment ¢ given in the preamble stage of the i’th execution of the protocol (FPp, V;) is a
commitment to the all zero string, following the honest prover strategy. As before, the randomness of the
component Simy used for the simulation of ¢ sent in the protocol (P, V) is not used in any other part of the
simulation and therefore it follows from the computational-hiding property of Com that Hy ;11 ~. H, é i

Overall we have that for every 0 < £ < fpax,0 < i < nt, Hy; ~c. Hp;iq. Since £ < lyax is a
constant, nt is a polynomial and therefore we have that for every 0 < ¢ < ljax, Hyr1 =, Hy and also that
Hy . ~. Hp as required.

The simulation is polynomial time. It is enough to show that all components of Sim are polynomial time.
Since Simjgaq just follows the honest server algorithm, the efficiency of Simjy,q follows from the efficiency
of the protocol. For every ¢ € [(nax] we show that the running time of Simy is bounded by a polynomial
in the security parameter (that depends on ¢ and on V*). Since Sim, constructs the program Sim,, commits
to its code, and provides a UA proof of its execution, the running time of Sim, is polynomial in the size
and running time of V;*. Additionally, since Sim, reads the entire transcript of the execution and uses it to
construct the auxiliary input y in every session it simulates, the running time of Sim, is polynomial in the
total length of the transcript. Note that the total length of the transcript is always bounded by the running
time of V* which is polynomial in the security parameter.
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We start by bounding the running time of Simy, .. The program V,*  only consists of the code of V* and
the code of Simj,,q and therefore, the running time of VZH . is a polynomial. It follows that the running time
of Simy, .. is also a polynomial. Now, for every ¢ € [(max], the program V;* only consists of the code of V*,
the code of Simjoaq, and the code of Simy for every £ < £/ < £nax. Since £max is a constant depending only
on V*, and assuming that for all £ < ¢ < {,ax the running time of every Simy is polynomial, the running
time of V;* and therefore also of Sim, must be polynomial. By induction we have that for every ¢ € [/max]
the running time of Simy is bounded by a polynomial, and therefore the entire simulation is polynomial time.

Using the above proof, we complete the proof that Sim, constructs a valid trapdoor witness. Sim; con-
structs a program IT and auxiliary input y, and we need to show that the running time of II(y) is bounded by
some super-polynomial function 7'(n). The running time analysis above implies that for every ¢ € [£nax], the
running time of V" and the size of the auxiliary input y constructed by Sim, are polynomial. The simulator
component Sim, constructs a program II that simulates V,* sending it messages from y. It follows that the
running time of II(y) is polynomial and therefore bounded by 7'(n).

3.2 Decreasing the Load Parameter

In this section, we describe a different server algorithm that takes into account the termination of sessions and
decreases the load parameter for new sessions accordingly. We start by describing the new server algorithm
Server’, and then describe the required changes to the simulation.

We identify the technical condition required for the simulation to work, and design a server algorithm
Server’ that always gives new sessions the lowest possible load parameter such that the technical condition
still satisfies. The validity of our simulation relies on the validity of the following technical condition: for
a session with load parameter ¢;, the number of sessions concurrent to it with load parameters at most ¢; is
bounded by n’. Before describing the algorithm Server’ let us first introduce some notation. Let ¢ be the
number of open sessions at the moment a new client sends its session initiation message. For i € [t], let ¢;
be the load parameter for the i’th open session. For i € [t], let ¢; be the total number of sessions with load
parameters at most ¢ that are concurrent to session ¢. First note that if we set the load parameter of the new
session to ¢ then for every session ¢ such that ¢; > /¢, the value ¢; increases by 1. This will contradict the
technical condition only if the value of ¢; was already at its maximal allowed value n%.

Using the above notation, the algorithm Server’ is easy to describe: Server’ will set the load parameter
of a new session to be the minimal value ¢ such that for every session i with ¢; > ¢ we have t; < n®.
While the behavior of the server algorithm Server’ is not obvious, we can prove that it satisfies some natural
conditions. For example we can show that if no sessions with load parameter ¢ are currently active, then the
load parameter assigned to the next session to start cannot exceed /.

Modifying the simulator. Next we discuss the necessary changes to the simulator. In the current description
of the simulator, every program V* that Sim commits to, internally emulates V'* starting from its initial
state. As a result, we must give V,* auxiliary input z that consists of the messages in all concurrent sessions
with load parameter at most ¢ starting from the beginning of the concurrent execution. The problem is
that the definition of the server algorithm Server’ does not grantee that such auxiliary input z is sufficiently
short. Instead it only gives a bound on the number sessions with load parameter at most ¢ that are executed
concurrently to the current session. In particular, Server’ does not grantee anything about the number of
sessions that terminated before the current session had started. The solution is based on the observation that
providing V" auxiliary input z that contains messages sent before the current session had started is wasteful.
Instead, Sim can commit the a program V*, that already contains these messages hardwired into it.
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A Concurrent Security in the Non-Committed Server Model

A.1 The Non-Committed Server Model

In this section we formally describe the non-committed server model. As in the committed server model,
a protocol in the non-committed server model is defined by a server algorithm S and a protocol family
{(S¢,Cr) } 41, parameterized by a load parameter £ € L. Additionally, the protocol definition includes a
tree structure over the family {(S,, C/)}, indicating which protocols in the family have a common prefix.
Concretely, let 7 be a tree such that any leaf of 7 corresponds to a protocol (Sy, Cy) in the family. The tree
T satisfies the following two requirements:
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e For every protocol m € {(Sy,Cr)} the round complexity of 7 is equal to the depth of the leaf corre-
sponding to 7 in the tree 7.

e For every two protocols 7;, 7; € {(Se, Cy)} if the leaves corresponding to 7; and 7; have a common
ancestor of depth p then the protocols 7;, ; have a common prefix of p rounds. That is, the player
strategies in the first p rounds of 7; and 7; are identical.

It follows from the above requirements that a client and the server can agree on a protocol in the family
{(S¢,Cy) } by specifying a path in the tree 7 from the root to one of the leaves. Furthermore, specifying only
a prefix of this path of length p, already determines client and server strategies up to the p-th round. Overall,
A protocol in the non-committed server model is defined by the tuple IT = (Server, {(S;,Co)}, T).

(Honest) Protocol Execution. As in the committed server model, the execution of a protocol IT = (Server, {(S;,C¢)}, T)
in the non-committed server model consists of a single server executing the algorithm Server while interact-
ing with multiple clients concurrently. Unlike in the committed model, the server does not send a load
parameter to the client after receiving the session initiation message. Instead, the server incrementally re-
veals a path in the tree 7 from starting from the root and ending in a leaf that corresponds to some protocol
(Sp,Cy). In the first round of every session, the client sends a session initiation message and the server re-
sponds with the first edge of the path (starting from the root). Based on the server message in the fist round
the client know what strategy to follow in the first round of (Sy,Cy). In the p-th round of the session, the
server sends the (p — 1)-th server message of the protocol (Sy, C;) together with the p-th edge of the path in
T. Based on the server message in the p-th round the client know what strategy to follow in the p-th round
of (S, Cy). The protocol ends when the server sends the last edge of the path (an edge that ends with a leaf
of 7).

We define the load parameter of the session to be the load parameter of the protocol that corresponds to
the leaf sent by the server in the last round of the session. Note that since the server algorithm Server does
not commit to a session’s load parameter at the beginning of the execution, it is possible for Server to decide
on the value of the session’s load parameter dynamically during the session’s execution.

Zero Knowledge in the Non-Committed Server Model. The definition of ZK protocols in the non-
committed server model is analogous to Definition 2.2] of ZK in the committed server model. We omit
the details.

A.2 Secure Computation in the Non-Committed Server Model

In this section, we present the security definition for secure computation in the non-committed server model,
as per the standard real/ideal paradigm. The definition we present below is an adaptation of [Lin04] to the
client-server setting, with static inputs (i.e., we assume that the inputs of the honest parties are fixed at the
beginning).

We consider a malicious, static adversary that chooses whom to corrupt before the start of any protocol.
Note that in the client-server model, one can consider two corruption models:

1. The adversary may either corrupt a subset (or all) of the clients who are interacting concurrently with
a single server in multiple sessions. In this case, we are interested in the concurrent security of the
server.

2. Alternatively, the adversary may corrupt the server. In this case, we are only interested in stand-alone
security of each client against the dishonest server.

For clarity of exposition, we only focus on defining concurrent security of the server against adversarial
clients. Stand-alone security of the clients can be defined in the standard way, we omit its discussion here.
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Finally, we remark that we do not consider fairness and hence in the ideal model, we allow a corrupt party to
receive its output in a session and then optionally block the output from being delivered to the honest party,
in that session.

We now proceed to define concurrent security for the server. We start by describing the ideal and real
world experiments and then give our security definition.

IDEAL MODEL. We first define the ideal world experiment, where there is a trusted party for computing the
desired two-party functionality f. Let there be a server S that is involved in multiple evaluations of f with,
say m = m(n) clients Cy, ... ,Cmﬂ Let B denote the adversary. The ideal world execution proceeds as
follows.

I. Inputs: The server S receives its input vector & for all the sessions. Similarly, each client C; receives its
input y; for session ¢. Without loss of generality, we assume that I3 corrupts all of the clients. In this
case, B receives the input vector ¢/ of the clients.

IL Initiation: Whenever B wishes to initiate a session 4, it sends a (start-session, i) message to the trusted
party. Upon receiving this message, the trusted party sends (start-session, i) to S.

II. Honest parties send inputs to trusted party: Upon receiving (start-session, i) from the trusted party,
S sends (i, ;) to the trusted party, where z; denotes server’s input for session i.

IV. Adversary sends input to trusted party and receives output: Whenever B wishes, it may send a mes-
sage (i,y,) to the trusted party for any y. of its choice. Upon sending this pair, it receives back
(4, f(xi,y;)) where x; is the input of S for session 4.

V. Adversary instructs trusted party to answer honest party: When B sends a message of the type (output, 7)
to the trusted party, the trusted party sends (4, f(x;,v.)) to S, where x; and y; denote the respective
inputs sent by S and B for session .

VIL Outputs: The honest server S always outputs the values f(x;,y;) that it obtained from the trusted
party. The adversary B may output an arbitrary (probabilistic polynomial-time computable) function
of its auxiliary input z, input vector ¢ and the function outputs obtained from the trusted party.

The output of the ideal experiment with security parameter n, input vectors &, ¢ and auxiliary input z
to the adversary BB, denoted IDEAL ¢ g(n, Z, ¥, 2), is defined as the output pair of the server and 5 from the
above ideal execution.

REAL MODEL. We now consider the real model in which real two-party protocols are executed no trusted
third party exists. Let IT = (Server, {(Sy,Cy)}) be a protocol in the committed server model such that every
protocol (Sy,C;) computes f. Let A denote a PPT adversary that interacts with the server in an execution
of I consisting of an unbounded (polynomial) number of concurrent sessions. The adversary A controls the
clients in all of the sessions. Further, we assume that VV* controls the scheduling of the messages across all
the sessions. At the conclusion of the protocol, the server computes its output as prescribed by the protocol.
Without loss of generality, we assume the adversary outputs exactly its entire view of the execution of the
protocol.

The output of the real experiment with security parameter n, protocol II = (Server, {(Sy,Cy)}), input
vectors Z, ¢ and auxiliary input z to A, denoted REAL[y 4(n, Z, ¥, 2), is defined as the output pair of the
server and A, resulting from the above real-world process.

SECURITY DEFINITION. Having defined the ideal and real models, we now give our security definition:

"Note that there is no a priori bound assumed on m.
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Definition A.1 (Concurrently Secure Computation in the Client-Server Model). Let IT = (Server, {(S¢,Cr)})
be a protocol in the non-committed server model s.t. every (Sy,Cy) computes f. We say that 11 securely
computes f under concurrent self-composition if for every real model PPT adversary A, there exists a PPT
ideal world adversary B such that for every polynomial m = m(n), every pair of input vectors & € X™,
geY™, every z € {0, 1}x,

{IDEALf,B (na z, g7 Z)}nEN ~c {REALH,A(TL7 z, g7 Z)}neN

A.3 Our Protocol

In this section, we give the construction of a secure two-party computation protocol in the non-committed
server model. Our construction follows the framework of [Lin03) [PR03| [PasO4]] for constructing (bounded)
concurrently secure computation protocols, without setup assumptions.

We start a brief overview of the main ideas underlying the framework, adapted to the client-server model,
and then proceed to the details.

Overview. Let II;,. be any (stand-alone) two-party computation protocol that is secure against semi-honest
adversaries. Then, roughly speaking, the basic idea is to “compile” Il with two special-purpose zero-
knowledge proof of knowledge protocols — ka and Hgk — to obtain a new two-party computation protocol
IT that provides concurrent security for the server against adversarial clients. In the compiled protocol, ka
is used by the server to give proofs to the client, while ka is used by the client to give proofs to the server.

We will denote the client ZK protocol as ka = (Serverfk, {( VC } , the server ZK protocol as
IS, = (ServerS,, {(PS, V) }, T3), and the resultant protocol IT = (Server, {<Sg, Co)}t,T).

In order to prove that H is a secure two-party computation protocol in the non-committed server model,
we require the following properties from ka and ka

Properties of ka :

1. Simulation: 15 = (ServerS,, {(PS, VS } ) should be, first and foremost, a (concurrent) ZK
protocol in the non-committed server model. But moreover, it should be possible to simulate each
session in T1S even during the execution of HEI

2. Extraction: Further, every <Pf , Vf ) should be a (standard) proof-of-knowledge.
Properties of ka :
1. Simulation: Every <ch, Vf> must satisfy the stand-alone ZK property.

2. Extraction: We require ka to be a concurrent proof-of-knowledge in the non-committed server model.
More specifically, we require that ka enables extraction of the prover’s witness in every session when
used within the two-party computation protocol H

3. Non-malleability: Finally, we want that every (P, V) is “non-malleable” w.r.t. every (5, V).
More specifically, we want that (PS, VES ) remains sound even when an adversarial prover is simulta-
neously receiving a simulated proof via <Pf , Vg‘S ) in another sessionﬂ

We now outline the main steps for constructing the desired ZK protocols 1'[‘25k and ka

; S .
Constructing 113, :

ntuitively, this property requires that IIS does not only support concurrent self-composition, but also a form of general com-
position with specific protocols — in our case, they correspond to II.

3Intuitively, this property will be used to extract the input of the adversarial client in each session of II.

“Note that we do not require the converse property since we are only interested in the stand-alone security of a client.
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1. We first construct a zero-knowledge protocol ka’(l) in the non-committed server model. Such a pro-
tocol was in fact already constructed by Visconti and Persiano [PV05]]. We recall their construction
below in Section

)

2. Next, we slightly modify HZ‘Sk’(l) to derive a new protocol ka’@). The protocol ka’(Q will have the

property that every session (corresponding to an execution of (P, V;)) in ka’@) can be simulated even
during the execution of II.

3. Finally, we apply the transformation of [BLO2|] on ka’@) (using a standard extractable commitment
scheme [Ros04, [BL.O2]|)) to derive ka such that ka is also a proof of knowledge .

; C .
Constructing 1L, :

1. Our starting point will be the standard Blum’s ZK protocol for Graph Hamiltonicity. We will denote it
as (P, V).

2. Next, we construct a concurrently extractable commitment scheme Ilcom = (Servercom, {(C, R)}, Tcom)

from HZSk’(2) using the construction of [BL0O2]. Finally, we apply the transformation of [BL02] on
(P, V), using Ilcom, to derive ka such that ka is also a concurrent proof of knowledge in the non-
committed server model.

We now proceed to give further details. The rest of this section is organized as follows. In Section
we describe a zero-knowledge proof system in the non-committed server model. Then, in Section
[A.3.2] we discuss the remaining steps to obtain a (concurrently) secure two-party computation protocol in
the non-committed server model.

A.3.1 Zero-Knowledge in the Non-Committed Server Model

We first recall the ZK protocol of [PVOS] adapted to our syntax for the non-committed server model. We
will denote the protocol by I = (Servery, {(P, Vi)}, Tk). We start by defining a family of protocols
{{(Pr, Vi) }scn- We then define the protocol tree T, and the server algorithm Server, to complete the de-
scription of IT,.

The protocol (P, ;). The protocol will make use of a statistically binding commitment Com, a family
H = {Hn}, ey of collision-resistant hash functions and a witness-indistinguishable universal argument UA
for an NTIME(T'(n))-complete language, as defined earlier for Protocol

Let CCS(UA) be the polynomial upper bound on the length of the prover messages in UA. Further,
Vi € [N], let len’(n) = CCS(UA) - n* + n. (P, V) is described as Protocol

Protocol tree 7,x. From the definition of Protocol 2} we have that for every i,j € N such that i > j,
protocols (P, V;) and (P, V;) are identical in the initiation stage and the first j iterations of the preamble
stage. Therefore, the common ancestor of the nodes corresponding to (P;, V;) and (P;, V;) in the tree T, is
of depth 25 4 1 (one round for the initiation stage and two rounds for every iteration of the preamble stage).
These constraints define the tree 7.

Note that in the non-committed model, the server is allowed to choose after every iteration of the pream-
ble stage whether it wishes to start the proof stage or perform another iteration of the preamble stage.

The server algorithm Server,,. Similar to the zero-knowledge protocol in the committed model (see Sec-
tion , the algorithm Server,, will maintain a variable SessionCount that counts the number of “active”
concurrent sessions. We describe the strategy of Server, for every session.

Consider any session between the server and a client where 7 iterations of the preamble stage have been
completed. Server, now sends a node node in T, to the client according to the following strategy:
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Common Input: z € L.

Auxiliary Input to P: A witness w for z € L.

Initiation Stage:
V, samples h < H,, and sends h to P;.
Preamble Stage:
For ¢ = 1 to ¢, do the following:
1. Py sends ¢; = Com(h(0™)) to V.
2. Vp samples r; « {0, 1}'e"i(”) and sends r; to Pp.
We refer to the above two messages as a “slot”.
Proof Stage:
P, and V; execute the protocol UA where Py proves the OR of the following statements:

1. zel.
2. Ji € [f] st (h,ci, 1) € Ly, where Ly is as defined in Protocol [1}

Figure 2: Protocol Family (Py, V;) for ZK in the Non-Committed Server Model (Protocol

e If SessionCount < 4, then node indicates that the next protocol round corresponds to the first round of
the proof stage.

e Otherwise, node indicates that the next protocol round corresponds to the (i 4 1) iteration of the
preamble stage.

This completes the description of ILx = (Servery, {(Ps, Vi) }, Tox). We refer the reader to [PV03] for
the proof that II, is a ZK protocol in the non-committed server model.

A.3.2 Completing the Construction of I1

We now give a sketch of the main steps towards the construction of II. We refer the reader to [Lin03}, [PRO3}
Pas04]] for details of all the steps.
STEP I. Constructing IIS, :
Let ka’(l) = (Serverfk’(l), {(Pf’(l), Ves’(l)>} ,7;‘:’(1)) denote the zero-knowledge protocol in the non-
committed server model, as described in Section We now describe the steps involved in obtaining
1Is £ S,(1)

ok from IL .

From ka’(l) to ka’(2). We first describe the necessary modifications to transform ka’(l) to ka’(Q) =

(Serverfk’(2), {<Pf’(2)a Ve&@)>} »7??(2))- The server algorithm Serverfk’@) and the protocol tree 7;‘:’(2) are

defined in the same manner as Serverfk’(l) and 7;‘5’(1), respectively. Further for every load parameter /,
protocol <Pf’(2), XQS’(2)) is identical to (Pf’(l), VZS’(I)>, except for the length parameters {len’(n)}, as we
describe below.

Let CCS(Htpc) denote the total communication complexity of the server’s messages in the semi-honest
secure two-party computation protocol Il (that we will use in the construction of IT). Further, let RC(II;pc)
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denote the round complexity of ITypc. Let CCS((P,V)) denote the total communication complexity of the
verifier’s messages in Blum’s zero-knowledge protocol (P, V') (that we will describe below). Then, we will

use the following length parameters for protocol <PéS ’(2), ‘/f’(?)>:

Vi € [0, len’(n) = (RC (Iypc) - (2CCS(UA) + CCS ((P,V))) + CC® (Ilype)) - 0’ + 7

Intuitively, by setting the length parameter Ieni(n) to be as above, we can now simulate a session of
(PéS ’(2), Vf’@)> even when n’ sessions of IT are contained inside the 7! preamble slot of <Pf ’(2), Vf’@)).
From ka’(z) to ka. We now describe the necessary steps to transform Hfli@) to the desired ZK protocol
Ig, = (Servers,, {(Pf VS )} 7). As discussed earlier, the only additional property required in IIS, (over
ka’@)) is the (standard) proof-of-knowledge property. This is achieved by using the standard transformation
of [BLO2|| from proof of membership to proof of knowledge, as used in [Lin03l [PRO3| [PasO4]].

Very briefly, let COM denote a standard extractable-commitment scheme [Ros04) BLO2] that supports
extraction of the committed value from the committer (either by means of rewinding [Ros04] or in a “straight-
line” manner [BLO2]) in polynomial time. Then, given COM, we simply apply the transformation of [BL02]
on every <PlfS ’(2), Vés’@)> (which is a proof of membership) to obtain (P, V) (which is a proof of knowl-
edge). We refer to [BLO2] for details.

STEP II. Constructing I :
Let (P, V') denote the classical Blum’s protocol for Graph Hamiltonicity. We describe the steps involved
in obtaining 1S, from (P, V).

Concurrently Extractable Commitments. Our first step is to construct a concurrently extractable commit-
ment scheme Il.,m. Specifically, we require that it is possible to extract the committed value in every session
in a “straight-line” manner, even when Il is executed within II. We construct such a scheme Il by

plugging in the ZK protocol ka’@) in the construction of [BLO2].

From (P, V) and Ilcom to Hgk. Finally, we apply the transformation of [BL02|] using II.om to transform
(P, V') (which is a proof of membership) into ka (which is a proof of knowledge). H‘ij will have the same
extraction properties as ITcom.

Non-malleability of ka w.r.t. ka. We require that the soundness of (Pec, V€C> holds even when an ad-
versarial prover is receiving a simulated proof via (Pf7 Vgs ). We reduce this property to the stand-alone
soundness of (P¢, V) by leveraging the strong simulation property of (P, V,®). Very briefly, suppose for
contradiction that (Pf , Vf) is not sound in the aforementioned sense. Then, we can forward the adversarial
proof to an external verifier. Note that due to the strong simulation property of (Pf, Vf‘S ), it is still possible to
simulate the proof received by the adversary, and therefore we will be able to break the stand-alone soundness
of (PZC , Vf>, which is a contradiction. We refer the reader to [Lin04, [PRO3\ [PasO4]] for more details.

STEP III. Final Compilation:

Finally, having constructed the special-purpose ZK protocols I15 and IIS,, protocol IT = (Server, {(S;,Co)}, T)
is obtained by compiling Il with H‘ZSk and ka in the same manner as [Lin04, [PRO3]]. We omit the details
here, but remark that since each (Sy, C¢) will consist of multiple instances of (P, V%), the load parameter

for (Sy, Cp) will actually be a vector of load parameters, consisting of load parameters of all the instances of
(PP, V) used in (S, Cp).
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