A beam tracing method for interactive architectural acoustics
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A difficult challenge in geometrical acoustic modeling is computing propagation paths from sound
sources to receivers fast enough for interactive applications. This paper describes a beam tracing
method that enables interactive updates of propagation paths from a stationary source to a moving
receiver in large building interiors. During a precomputation phase, convex polyhedral beams traced
from the location of each sound source are stored in a “beam tree” representing the regions of space
reachable by potential sequences of transmissions, diffractions, and specular reflections at surfaces
of a 3D polygonal model. Then, during an interactive phase, the precomputed be@nareeised

to generate propagation paths from the sol@c® any receiver location at interactive rates. The

key features of this beam tracing method @reit scales to support large building environmens,

it models propagation due to edge diffractigB) it finds all propagation paths up to a given
termination criterion without exhaustive search or risk of under-sampling, (dndt updates
propagation paths at interactive rates. The method has been demonstrated to work effectively in
interactive acoustic design and virtual walkthrough applications.20©4 Acoustical Society of
America. [DOI: 10.1121/1.1641020

PACS numbers: 43.55.Ka, 43.58.[MWS] Pages: 739-756

I. INTRODUCTION large 3D environments, and/or they fail to find all significant
propagation paths containing edge diffractions. These sys-
Geometric acoustic modeling tools are commonly usedems generally execute in “batch” mode, taking several sec-
for design and simulation of 3D architectural environments.onds or minutes to update the acoustic model for a change of
For example, architects use CAD tools to evaluate the acoushe source location, receiver location, or acoustical properites
tic properties of proposed auditorium designs, factory planof the environment, and they allow visual inspection of
ners predict the sound levels at different positions on factor)propagation paths only for a small set of prespecified source
floors, and audio engineers optimize arrangements of loudsnd receiver locations.
speakers. Acoustic modeling can also be useful for providing  |n this paper, we describe a beam tracing method that
spatialized sound effects in interactive virtual enVirOﬂmentcomputeS ear|y propagation paths incorporating specu|ar re-
systems:? flection, transmission, and edge diffraction in large building
One major challenge in geometric acoustic modeling isnteriors fast enough to be used for interactive applications.
accurate and efficient computation of propagation pa#s. \while different aspects of this method have appeared at com-
sound travels from source to receiver via a multitude of pathgyter graphics conferenc&stC this paper provides the first
containing reflections, transmissions, and diffractiéese  complete description of the proposed acoustic modeling sys-
Fig. 1), accurate simulation is extremely compute intensiveem.
Most prior systems for geometric acoustic modeling have  priefly, our system executes as follows. During an off-
been based on image source mettiddmd/or ray tracing, |jine precomputation, we construct a spatial subdivision in
and therefore they do not generally scale well to supporfyhich 3D space is partitioned into convex polyheralls).
Later, for each sound source, we trace beams through the
dElectronic mail: funk@cs.princeton.edu spatial subdivision constructing a “beam tree” data structure
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FIG. 1. Propagation paths. S
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encoding convex polyhedral regions of space reachable from

the source by different sequences of scattering events. Then, b
during an interactive session, the beam trees are used to find
propagation paths from the source and an arbitrary receiver
location. The updates for each receiver are quick enough to
be applied in an interactive acoustic design applicatibor
simplicity of exposition, our paper considers only propaga-
tion paths traced from sound sources to receivers. Howeve’?)' Boundary element methods

paths from receivers to sources could be computed just as Finite and boundary element methods solve the wave
easily—simply switch the terms “source” and “receiver” in equation(and associated boundary conditipnsubdividing

the following text) spaceand possibly timginto elements*~1'The wave equa-

The most important contribution of this paper is ation is then expressed as a discrete set of linear equations for
method for precomputing data structures that encode poterthese elements. The boundary integral form of the wave
tial sequences of surface scattering in a manner that enableguation (i.e., Green’s or Helmoltz—Kirchhoff's equatipn
interactive updates of propagation paths from a stationargan be solved by subdividing only the boundaries of the
source location to an arbitrarily moving receiver location.environment and assuming the pressiareparticle velocity
Our algorithms for construction and query of these datds a linear combination of a finite number of basis functions
structures have the unique features that they scale well witbn the elements. One can either impose that the wave equa-
increasing geometric complexity in densely occluded envition is satisfied at a set of discrete pointsollocation
ronments and that they generate propagation paths with anyiethod or ensure a global convergence crite(@alerkin
combination of transmission, specular reflection, and diffracimethod. In the limit, finite element techniques provide an
tion without risk of undersampling. We have incorporatedaccurate solution to the wave equation. However, they are
these data structures and algorithms into a system that suprainly used at low frequencies and for simple environments
ports real-time auralization and visualization of large virtualsince the compute time and storage space increase dramati-
environments. cally with frequency.

The remainder of the paper is organized as follows. The  Finite element techniques are also used to medelgy
next section reviews previous work in geometric acoustiaransfer between surfaces. Such techniques have already
modeling. Section Il contains an overview of our system,been applied in acousti¢&!®as well as other field®?*and
with details of the spatial subdivision, beam tracing, pathprovide an efficient way of modeling diffuse global energy
generation, and auralization methods appearing in Sec. I\éxchanges(i.e., where surfaces are lambertian reflegtors
Section V contains experimental results. Applications, limi-While they are well suited for computing energy decay char-
tations, and topics for future work are discussed in Sec. Vlacteristics in a given environment, energy exchange tech-
Finally, Sec. VII contains a brief conclusion. niques do not allow direct reconstruction of an impulse re-

sponse. Instead, they require the use of an underlying
statistical model and a random phase assumptidviore-
over, most surfaces act primarily as specular or glossy reflec-
1. PREVIOUS WORK tors for sound. Although extensions to nondiffuse environ-
ments have been proposed in computer grapti¢&hey are

There have been decades of work in acoustic modelingften time and memory consuming and not well suited to
of architectural environments, including several commerciainteractive applications.
systems for computer-aided design of concert hédlg.,
Refs. 11-13 Surveys can be found in Refs. 3 and 7.

Briefly, prior methods can be classified into two major
types: (1) numerical solutions to the wave equation using Image source metholis compute specular reflection
finite/boundary element methodSEM/BEM) and (2) high-  paths by consideringirtual sourcesgenerated by mirroring
frequency approximations based on geometrical propagatiotie location of the audio sourcg, over each polygonal sur-
paths. In the latter case, image source methods, ray tracintace of the environmer(see Fig. 2 For each virtual source,
and beam tracing have been used to construct the sour®l, a specular reflection path can be constructed by iterative
propagation paths. intersection of a line segment from the source position to the

FIG. 2. Image source method.

B. Image source methods
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FIG. 4. Beam tracing method.

FIG. 3. Ray tracing method. ceiver position and diffracting edges are often approximated
by volumes of spacéin order to enable intersections with
receiver positionR, with the reflecting surface planésuch infinitely thin rays, which can lead to false hits and paths
a path is shown for virtual sourc, in Fig. 2. Specular counted multiple time4® Moreover, important propagation
reflection paths are computed up to any order by recursivpaths may be missed by all samples. In order to minimize the
generation of virtual sources. likelihood of large errors, ray tracing systems often generate
The primary advantage of image source methods is theia large number of samples, which requires a large amount of
robustness. They guarantee that all specular paths up toc@amputation. Another disadvantage of ray tracing is that the
given order or reverberation time are found. However, theesults are dependent on a particular receiver position, and
basic image source method models only specular reflectiorthus these methods are not directly applicable in interactive
and their expected computational complexity grows expoapplications where either the source or receiver can move.
nentially. In generalO(n") virtual sources must be gener-
ated forr reflections in environments with surface planes.
Moreover, in all but the simplest environmertésg., a bo,
complex validity/visibility checks must be performed for ~ Beam tracing method§® classify propagation paths
each of theD(n") virtual sources since not all of the virtual from a source by recursively tracing pyramidal beaies.,
sources represent physically realizable specular reflectiogets of rays through the environmer(see Fig. 4. Briefly,
paths® For instance, a virtual source generated by reflectiorfor each beam, polygons in the environment are considered
over the nonreflective side of a surface is “invalidllike-  for intersection with the beam in front-to-back visibility or-
wise, a virtual source whose reflection is blocked by anotheger (i.e., such that no polygon is considered until all others
surface in the environment or intersects a point on a surface®¥at at least partially occlude it have already been consid-
plane which is outside the surface’s bound@yy.,S, in Fig.  ered. As intersecting polygons are detected, the original
2) is “invisible.”® During recursive generation of virtual beamis clipped to remove the shadow region, a transmission
sources, descendents of invalid virtual sources can be igeeam is constructed matching the shadow region, and a re-
nored. However, descendents of invisible virtual sourcedlection beam is constructed by mirroring the transmission
must still be considered, as higher-order reflections may gerpeam over the polygon’s plane. This method has been used
erate visible virtual sourcegonsider mirroringS, over sur- in a variety of applications, including acoustic

D. Beam tracing methods

faced). Due to the computational demands@fn’) visibil- ~ modeling?"##-3* illumination*~3>2%3¢  visibility
ity checks, image source methods are practical for modelingeterminatiort, ~*®and radio propagation predictiéfi**
only a few specular reflections in simple environméfits. The primary advantage of beam tracing is that it lever-

ages geometric coherence, since each beam represents an
infinite number of potential ray paths emanating from the
source location. It does not suffer from the sampling artifacts

Ray tracing methodsfind propagation paths between a of ray tracing?® nor the overlap problems of cone
source and receiver by generating rays emanating from thieacing??*® since the entire space of directions leaving the
source position and following them through the environmentsource can be covered by beams exactly. The disadvantage is
until a set of rays has been found that reach the recébesr that the geometric operations required to trace beams
Fig. 3. through a 3D modeli.e., intersection and clippingre rela-

The primary advantage of these methods is their simtively complex, as each beam may be reflected and/or ob-
plicity. They depend only on ray—surface intersection calcustructed by several surfaces.
lations, which are relatively easy to implement and have  Some systems avoid the geometric complexity of beam
computational complexity that grows sublinearly with the tracing by approximating each beam by its medial axis ray
number of surfaces in the model. Another advantage is gerfor intersection and mirror operatiofi$,possibly splitting
erality. As each ray—surface intersection is found, paths ofays as they diverge with distan&&*In this case, the beam
specular reflection, diffuse reflection, diffraction, and refrac-representation is useful only for modeling the distribution of
tion can be sampletf;?>thereby modeling arbitrary types of rays/energy with distance and for avoiding large tolerances
propagation, even for models with curved surfaces. The priin ray—receiver intersection calculations. If beams are not
mary disadvantages of ray tracing methods stem from theiclipped or split when they intersect more than one surface,
discrete sampling of rays, which may lead to undersamplingignificant propagation paths can be missed, and the com-
errors in predicted room respong8stor instance, the re- puted acoustical field can be grossly approximated.

C. Ray tracing methods
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FIG. 5. Beam tracing culls invisible virtual sources.

Ill. OVERVIEW OF APPROACH

Our approach is based on polyhedral beam tracing. Thév)
strategy is to trace beams that decompose the space of rays
into topologically distinct bundles corresponding to potential
sequences of scattering events at surfaces of the 3D scene
(propagation sequencgsand then use them to guide effi-
cient generation of propagation paths between a sound
source and receiver in a later interactive phase. This ap-
proach has several advantages:

(i) Efficient enumeration of propagation sequences
Beam tracing provides a method for enumerating po-
tential sequences of surface scattering evairitisout
exhaustive searchas in image source method3.
Since each beam describes the region of space con-
taining all possible rays representing a particular se-

guence of scattering events, only surfaces intersectingds

the beam must be considered for further propagation
For instance, in Fig. 5, consider the virtual soug;e
which results from mirroringS over polygona. The
corresponding specular reflection bedry, contains
exactly the set of receiver points for whi& is valid
and visible. SimilarlyR, intersects exactly the set of
polygons(c andd) for which second-order reflections
are possible after specular reflection off polygan

sequence of surface intersections, generating a ray
path from a source to a receiver following the same
sequence requires only checking the ray path for in-
tersections with the surfaces of the sequence, and the
expensive computation of casting rays through a
scene can be amortized over several ray paths. Beam
tracing can be used not only to enumerate potential
propagation sequences, but also to identify which el-
ements of the scene can potentially be blockers for
each sequend€:®® This information can be used to
generate and check occlusion of sampled propagation
paths quickly—i.e., in time proportional to the length
of the sequence rather than the complexity of the
scene.

Progressive refinement Characteristics of the sound
waves represented by beams can be used to guide
priority-driven strategie$® For instance, estimates
of the acoustic energy carried by different beams can
be used to order beam tracing steps and to detect early
termination criteria. This method is far more practical
than precomputing a global visibility structure, such
as the visibility skeletor® which requires large
amounts of compute time and storage, mostly for
pairs of surfaces for which transport is insignificant.
Instead, the proposed approach traces beams in prior-
ity order, finding propagation paths only as necessary
for the required accuracy of the solution.

The main challenge of beam tracing is to develop meth-
that trace beams through 3D models robustly and effi-
ciently and that generate propagation paths quickly. Although
several data structures have been proposed to accelerate
beam tracing computations, including ones based on binary
space partitiond’ cell adjacency graph¥;*18383%nd layers

of 2D triangulationg? no previous method models edge dif-
fraction without sampling artifacts, and none provides inter-
active path updates in large 3D environments.

(i)

(iii )

742

Other polygongb, e, f, andg) need not be considered
for higher-order propagation after specular reflection
off a. As in this example, beam tracing can be used t
prune the combinatorial search space of propagatio
sequences without resorting to sampling.
Deterministic computation: Beam tracing provides a
method for finding potential sequences of diffracting
edges and reflecting facesthout risk of errors due to
under-samplingas in ray tracing. Since the entire 2D
space of directions leaving the source can be parti
tioned so that every ray is in exactly one beam, bea

tion path up to a specified termination criteria. More-
over, beams support well-defined intersections with
points and edges, and thus beam tracing methods

The key idea behind our method is to precompute and
store spatial data structures that encode all possible se-
quences of surface and edges scattering of sound emanating
rom each audio source and then use these data structures to
@ompute propagation paths to arbitrary observer viewpoints
for real-time auralization during an interactive user session.
Specifically, we use a precomputed polyhedral cell complex
to accelerate beam tracing and a precomputed beam tree data
structure to accelerate generation of propagation paths. The
net result is that our method) scales to support large ar-
chitectural environments(2) models propagation due to

ittt p I . h .
tracing methods can guarantee finding every propagr;%dge diffraction(3) finds all propagation paths up to a given

ermination criterion without exhaustive search or risk of un-
dersampling, an@4) updates propagation paths at interactive

drates. We use this system for interactive acoustic design of

Srchitectural environments.

not generate the systematic errors of ray tracing due to

approximations made in intersecting infinitely thin
rays with infinitely thin edges or infinitely small re-

ceiver points®

Geometric coherence Tracing beams can improve

the efficiency of multiple ray intersection tests. In par-

IV. IMPLEMENTATION

Execution of our system proceeds in four distinct

ticular, once a beam has been traced along a certaiphases, as shown in Fig. 6. The first two phases execute
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Geometry,

Acoustic Spin(Pair(F,E),CW) = FI,E
P el Spin(Pair(F,E),CCW) = F,,E
Spatial Piregtion Soucs Clock(Pair(F,E),CW) = F.E,
Subdivision Clock(Pair(F,E),CCW) = F,E,
Receiver
car | Beam "Birion
""é‘,’,;;’,‘;’y - g FIG. 8. Winged-pair structure.
Breﬂm Path
¢ __J| Generation ) i . N )
tation. The goal of this phase is to partition space into convex
p———»| Auralization polyhedral cells whose boundaries are aligned with polygons
s of the 3D input model and to encode cell adjacencies in a
Smmiﬁl A data structure enab_ling efficient traversals of 3D space during
the later beam tracing phase.
FIG. 6. System organization. The winged-pair data structure stores topological adja-

cencies in fixed-size records associated with vertices, edges,

off-line, precomputing data structures for each stationary aufaces, cells, and face-edge pairs. Specifically, every vertex
dio source, while the last two execute in real-time as a usestores its 3D location and a reference to any one attached
moves the audio receiver interactively. edge; every edge stores references to its two vertices and any

The result of each phase is shown in Fig. 7. First, duringone attached face-edge pair; every face stores references to
the spatial subdivision phaseve precompute spatial rela- its two cells and one attached face-edge pair; and every cell
tionships inherent in the set of polygons describing the envistores a reference to any one attached face. Each face-edge
ronment and represent them in a cell adjacency graph daair stores references to one edgand one facé adjacent
structure that supports efficient traversals of spflégy.  to one another, along with a fixed number of adjacency rela-
7(a)]. Second, during thbeam tracing phaseve recursively  tionships useful for topological traversals. Specifically, they
follow beams of transmission, diffraction, and specular re-store referencegspin) to the two face-edge pairs reached by
flection through space for each audio soUtegg. 7(b)]. The  spinningF aroundE clockwise and counter-clockwissee
output of the beam tracing phase is a beam tree data structufég. 8) and to the two face-edge paifslock) reached by
that explicitly encodes the region of space reachable by eaomoving aroundr in clockwise and counter-clockwise direc-
sequence of reflection and transmission paths from eactions fromE (see Fig. 8 The face-edge pair also stores a bit
source point. Third, during thpath generationphase, we (direction) indicating whether the orientation of the vertices
compute propagation paths from each source to the receiven the edge is clockwise or counter-clockwise with respect to
via lookup into the precomputed beam tree data structure dfe face within the pair. These simple, fixed-size structures
the receiver is moved under interactive user confred. make it possible to execute efficient topological traversals of
7(c)]. Finally, during theauralization phasewe output a  space through cell, face, edge, and vertex adjacency relation-
spatialized audio signal by convolving anechoic source sigships in a manner similar to the winged-etfgand facet-
nals with impulse response filters derived from the lengthsgdge structure®
attenuations, and directions of the computed propagation We build the winged-pair data structure for a 3D polygo-
paths[Fig. 7(d)]. The spatialized audio output is synchro- nal model using a binary space partitiBSP),> a recursive
nized with real-time graphics output to provide an interactivebinary split of 3D space into convex polyhedral regions
audio/visual experience. The following subsections describécells) separated by planes. To construct the BSP, we recur-
each of the four phases in detail. sively split cells by the planes of the input polygons using
the method described in Ref. 54. We start with a single BSP
cell containing the entire 3D space and consider polygons of

During the first preprocessing phase, we build a spatiathe input 3D model one-by-one. For each BSP cell split by a
subdivision representing a decomposition of 3D space angdolygonP, the corresponding winged-pair cell is split along
store it in a structure which we callwinged-pairrepresen- the plane supportind®, and the faces and edges on the

A. Spatial subdivision

(© d

FIG. 7. Results of each phase of executi@:virtual environmentoffice cubicle$ with sourceS, receiverR, and spatial subdivision marked in pinf)
example reflected and diffracted be&oyan containing the receivefc) path generated for the corresponding sequence of opaque(éaees, transparent
faces(purple, and edgesmagents and(d) many paths found for different sequences fréio R.
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(a) Input model. (b) Binary space partition. (c) Cell adjacency graph.

FIG. 9. Example spatial subdivision.

boundary of the cell are updated to maintain a three-manifold  Pseudocode for the beam tracing algorithm appears in
in which every face is flat, convex, and entirely inside orFig. 10. Throughout the execution, a priority queue stores the
outside every input polygon. As faces are created, they arset of beams to be traced sorted according poi@rity func-
labeled according to whether they are reflectaiincide tion. Initially, the priority queue contains only one beam rep-
with an input polygon or transparentsplit free space The  resenting the entire space inside the cell containing the
binary splitting process continues until no input polygon in-source. During each step of the algorithm, the highest prior-
tersects the interior of any BSP cell, leading to a set of conity heamB traversing a celC is removed from the priority
vex polyhedral cells whose faces are all convex and collecqueue, and new “child” beams are placed onto the priority
tively contain all the input polygons. The resulting winged- queue according to the following criteria:
pair is written to a file for use by later phases of our acoustic
modeling process. void TraceBeams()

As an example, a simple 2D mod@&) and its corre-  begin

sponding binary space partitidh) and cell adjacency graph
(c) are shown in Fig. 9. Input “polygons” appear as solid
line segments labeled with lower-case letteais-q); trans-
parent cell boundaries introduced by the BSP are shown as
dashed line segments labeled with lower-case lettersi);
constructed cell regions are labeled with upper-case letters
(A—E); and the cell adjacency graph implicit in the winged-
pair structure is overlaid in Fig.(8).

B. Beam tracing

After the spatial subdivision has been constructed, we
use it to accelerate traversals of space during beam tracing
The goal of this phase is to compute polyhedral beams rep-
resenting the regions of space reachable from each stationar
source by different sequences of reflections, transmissions
and diffractions. The beams are queried later during an inter-
active phase to compute propagation paths to specific re-
ceiver locations.

Briefly, beams are traced from each stationary sound
source via a best-first traversal of the cell adjacency graph
starting in the cell containing the source. As the algorithm
traverses a cell boundary into a new cell, a copy of the cur-
rent convex pyramidal beam is “clipped” to include only the
region of space passing through the convex polygonal
boundary to model transmissions. At each reflecting cell
boundary, a copy of the transmission beam is mirrored across
the plane supporting the cell boundary to model specular
reflections. At each diffracting edge, a new beam is spawned
whose source is the edge and whose extent includes all ray:
predicted by the geometric theory of diffractiohThe tra-
versal along any sequence terminates when either the lengtl
of the shortest path within the beam or the cumulative at-
tenuation exceed some user-specified thresholds. The tra

// Initialization

S = Source point;

D = Spatial subdivision;

B = Beam containing all of space;
C = Current cell;

Q = Queue of beam tree nodes;

C = FindCell(D, S);
N = CreateNode(NULL, B, C);
Q = InitQueue();

PushQueue(Q, N);
while (N = PopQueue(Q)) do
// Consider each polygon on cell boundary
foreach polygon P on boundary of N.C do
// Check if polygon intersects beam
if (Intersects(P, N.B)) then
/I Compute intersection beam
Bt = Intersection(B, Beam(S, P));

// Tterate along transmission paths
if (Transmissive(P)) then
Ct = NeighborCell(D, C, P);
PushQueue(Q, CreateNode(N, Bt, Ct));
endif

// Tterate along reflection paths
if (Reflective(P)) then

Br = Mirror(Bt, P);

PushQueue(Q, CreateNode(N, Br, C));
endif

// Iterate along diffraction paths
foreach edge E on boundary of P do
// Check if edge intersects beam
if (Intersects(E, N.B)) then
Bd = CreateBeam(E);

PushQueue(Q, CreateNode(N, Bd, C));

endif
endfor
endif
endfor
endwhile

versal may also be terminated when the total number ofend
beams traced or the elapsed time exceed other thresholds. FIG. 10. Pseudocode for the beam tracing algorithm.
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FIG. 12. Beam tracing through cell adjacency gréjbiis figure shows only
one beam, while many such beams are traced along different propagation
sequences
FIG. 11. Rays diffracted by a 3D edge according to the uniform theory of
diffraction. The angled, of the cone is equal to the angte between the
incident ray and the edge.
That beam intersects only the polygon labelgy”“which

spawns a reflection beattabeledT ,R,R;), and so on.

(i) Transmission beams For each nonopaque faéeon Figure 13 shows an example in 3D with one sequence of
the boundary of celC and intersected by the bedBn  beams traced up to one reflection from a souime left)
a pyramidal transmission beam Bis constructed through the spatial subdivisiofthin lines are cell bound-
whose apex is the source Bfand whose sides each arie9 for a simple set of input polygons.
contain an edge oF NB. This new beanB; repre- If the source is not a point, but instead distributed in a
sents sound rays traveling aloBghat are transmitted region of spacée.g., for diffracting edgesthe exact region
through F into the cell C; which is adjacent toC  of space reachable by rays transmitted or reflected by a se-
acrossF. quence of convex polygons can become quite complex,

(i)  Specular reflection beamsFor each reflective fade  bounded by quadric surfaces corresponding to triple-edge
on the boundary of cell and intersected by the beam (EEE) events® Rather than representing these complex re-
B, a polyhedralspecular reflection beam Bs con-  gions exactly, we conservatively overestimate the potential
structed whose apex is the virtual sourceBptreated space of paths from each region of space edge with a convex
by mirroring the source dB over the plane containing polyhedron bounded by a fixed number of plarasually
F, and whose sides each contain an edgd-0fB. six, as in Ref. 32 We correct for this approximation later
This new beamB, represents sound rays traveling during path generation by checking each propagation path to
alongB that reflect specularly off oF and back into  determine if it lies in the overestimating part of the polyhe-
cell C. dron, in which case it is discarded. Since propagation pat-

(i)  Diffraction beams: For each edg& shared by two terns can be approximated conservatively and tightly with
scattering face&, andF, on the boundary of celC  simple convex polyhedra, and since checking propagation
and intersected by bearB, a diffraction beamis paths is quick, the whole process is much more robust and
formed whose source is the line segment descriiing faster than computing the exact propagation pattern directly.
and whose polyhedral extent contains the cone of poUsing the adjacency information in the winged-pair struc-
tential diffraction paths bounded by the solid wedgeture, each new beam is constructed in constant time.
of opaque surfaces sharirig as shown in Fig. 11. The results of the beam tracing algorithm are stored in a
This conservatively approximate beam contains allbeam treedata structur® to be used later during path gen-
potential paths of sound initially traveling aloBgand  eration for rapid determination of propagation paths from the
then diffracted by edgE. For efficiency, the user may
specify that diffraction beams should be traced only
into shadow regions, in which case an extra half-space
representing the shadow boundary is added to the
beam.

Figure 12 contains an illustration of the beam tracing
algorithm execution for the simple 2D example model shown
in Fig. 9. The best-first traversal starts in the dédbeled
“D” ) containing the source poififlabeled “S”) with a beam
containing the entire celD). Beams are created and traced
for each of the six boundary polygons of cell “03, k, |, m,

n, andu). For example, transmission through the cell bound-

ary labeled ‘U" results in a beam(labeled T”) that is FIG. 13. A beam clipped and reflected at cell bounda(tiels figure shows

trimmed as it gnters cell “E. T, inte'rSECts only the polygon  oniy one beam, while many such beams are traced along different propaga-
labeled “o,” which spawns a reflection beaftabeledT R,).  tion sequencés
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FIG. 15. Propagation path to receiver poihR" ) for the example in Figs.
12 and 14 computed via lookup in beam tree for source goigt).

spatial subdivision that a ray must traverse from the source
= to the receiver along this sequengaore generally, to any
Cl IB| IClIC point inside the beam stored with.
~ | For each such propagation sequence, we construct ex-
| | plicit propagation patfs) from the source to the receiver. In

Br"l_))r our current system, we compute a single propagation path for

each sequence as the one that is the shortest among all pos-

sible piecewise-linear paths from the source to the receiver

FIG. 14. Beam tree. (this path is used directly for modeling transmission, specu-
lar reflection, and diffraction according to the geometrical

: . theory of diffraction. In order to construct this shortest path,

source point. The beam tree contains a node for each beam Y ') P

considered during the beam tracing algorithm. Specifically\f’;i em :s;f;nddg':eh?nﬂzztzetg‘tjgaecresectlon of the path with every

o e Sores) s rfeerie Lo e cel e averses. ™ For sequences contaningony ransissions and spec-
there is ong and(3) the cognvex olvhedral bea)r/n e resent_Iar reflections(i.e., no edge diffractionsthe shortest propa-
poly P ation path is generated analytically by iterative intersection

ing the region of space potentially reachable by the traverse@/ith each reflecting surface. For instance, to find a path be-

sequence of transmissions, reflections, and diffractions. TRNeen a specific pair of point§andR, along a sequence of

further accelerate evaluation of propagation paths during a ecularly reflecting polygon®, for i=1,..n, we first

. . S

later interactive phase, each node of the beam tree also stor{ep .

the cumulative attenuation due to reflective and transmissive,.. the polygon sequence in forward order to construct a
§tack of mirror images of5 whereS; corresponds to the

absorption, and each cell of the spatial subdivision stores f%age resulting from mirrorings over the firsti of the n

lsl,f]tovc\,/fs ga;:r‘t)ig:ngzr;mtc;rg: gs;arrgspt)genedi:gdteos. trlf;gl:rfvcalri r?flecting polygons in the sequence. Then, we construct the
shown in Fig. 12 %ropagation path by traversing the polygon sequence in
T backward order, computing thth vertex,V;, of the path as

the intersection of the line betwea _;, andS,_;, with
the surface of polygorP,_;, 1, whereV, is the receiver
point. If every vertexV; of the path lies within the boundary

In the third phase, as a user moves the receiver interaof the corresponding polygoR;, we have found avalid
tively through the environment, we use the precomputedeflection path fronSto R alongP. Otherwise, the path is in
beam trees to identify propagation sequences of transmisn overestimating part of the beam, and it can be ignored.
sions, reflections, and diffractions potentially reaching theFigure 15 shows the valid specular reflection path from the
receiver location. source(labeled “S’) to a receiver(labeled “R") for the ex-

Since every beam contains all points potentially reachample shown in Fig. 12.
able by rays traveling along a particular propagation se- For sequences also containing diffracting edges, con-
guence, we can quickly enumerate the potential propagatiostruction of the shortest propagation path is more difficult
sequences by finding all the beams containing the receivesince it requires determining the locations of “diffraction
location. Specifically, we first find the cell containing the points,” D; (i=1,...n), for the n diffracting edges. These
receiver by a logarithmic-time search of the BSP. Then, waliffraction points generally lie in the interior of the diffract-
check each beam tree node.associated with that cell to see ing edges(see Fig. 1 and the path through them locally
whether the beam stored wifh contains the receiver. If it satisfies a simple “unfolding property:” the angley;j at
does, a potential propagation sequence from the source pointich the path enters each diffracting edge must be the same
to the receiver point has been found, and the ancestofs of as the angle ¢;) at which it leaves’ (The unfolding prop-
in the beam tree explicitly encode the set of reflections, dif-erty is a consequence of the generalized Fermats prirtiple.
fractions, and transmissions through the boundaries of th&hus, to find the shortest path throughdiffracting edges

C. Path generation
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only depends on the previous and next diffraction points in
the sequence, the Jacobian matrix is tridiagonal and can eas-
ily be evaluated analytically. Thus, every Newton iteration
can be performed in tim®(n) wheren is the number of
unknowns(i.e., edges We found this method to be faster
than the recursive geometrical construction proposed by
Aveneatr®

Once the intersection points of a propagation path are
found, we validate whether the path intersects every surface
and edge in the sequen@e compensate for the fact that the
beams are conservatively approximaté not, the path be-
longs to the overestimating part of the beam and is discarded.

FIG. 16. A single propagation path comprising a diffraction, two specular
reflections, and another diffraction. The two diffraction poirls)(are de- Otherwise, it contributes to anmpulse responselsed for

termined by equal angle constraints at the corresponding edges ( spatlallzmg sound.

and m transmitting and/or specularly reflecting faces, weD- Auralization

must solve a nonlinear system aof equations expressing The computed early propagation paths are combined
equal angle constraints at all diffracting edges: with a statistical approximation of late reverberation to

— = —= — model an impulse response of the virtual environment for

D1S-E1=D1D,-(—Ey) every source/receiver pair. Dry sound signals emanating
Djjr EFD—zBs'(—Ez) ;rom the source are g:onvolved with this digital filter to pro-

& uce spatlallzec_i audio output. .
Although this paper focuses on computation of geomet-

L - ric propagation paths, for the sake of completeness, we de-
DnDn-1-Eqn=DnR-(—Ey) scribe two auralization methods implemented in our system:
(1) an off-line, high-resolution method for applications in
which accuracy is favored over speed, a@i an on-line,
low-resolution approximation suitable for interactive walk-
and D,HD is a normalized direction vector between two through applications. Please refer to other pagers., Refs.
adjacent points in the shortest path. To incorporate speculgt gng 60 for more details on auralization methods.

whereS is the source positiorR is the receiver positioré)i
is the normalized direction vector of tlih diffracting edge,

reflections in this equanrE, and D;,D; are both trans- In the off-line case, we compute the early part of the
formed by a mirroring operator accounting for the sequencémpulse response in the Fourier frequency domain at the
of specularly reflecting faces up to thié diffraction. sampling rate resolutiofe.g., 8000 complex values are up-

Parametrizing the edgeB®,;=0;+t;E; (whereO; is a dated for every propagation path for a one second long re-
reference point on edgg the system of equatiori$) can be  sponse at 16 kHzAs an example, Fig. 17 shows an impulse
rewritten in terms ofn unknowns {;) and solved within a response computed for up to ten orders of specular reflec-
specified tolerance using a nonlinear system solving scheméons between source and receiver points in coupled-rooms.
We use a locally convergent Newton schetfiayith the  Our implementation includes frequency-dependent source
middle of the edges as a starting guess for the diffractiorand head filtering effectéobtained through measurements
points. Since the equation satisfied by any diffraction poinand material filtering effect¢derived from either measure-

0.004

0.002

-0.002

-0.004

-0.006

-0.008

-0.01

-omzo u.::-s Dl.l o.lu ol.z o‘lzs 03
time (s)
(a) Impulse response (b) Propagation paths

FIG. 17. Impulse responggeft) computed for up to ten orders of specular reflectinight) between a point souro®B&K “artificial mouth” ) and point
receiver(omnidirectional in a coupled-rooms environmefitvo rooms connected by an open dpdthere are 353 paths. The small room 8% 3 nr°, while
the large room is 1%8x3 m®
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(a) Box: 1 cube. (b) Rooms: 2 rooms connected by door.
(6 polygons) (20 polygons)
m ﬂ FIG. 18. Test modelgésource locations are gray dpts
(c) Suite: 9 rooms in office space. (d) Maze: 16 rooms connected by hallways.
(184 polygons) (602 polygons)
(e) Floor: ~50 rooms of Soda Hall, (f) Building: ~250 rooms of Soda Hall.
(1,772 polygons) (10,057 polygons)

ments or analytical modelsWe derive analytical models for the angle of arrival of the pulse with respect to the normal
the frequency-dependent impedance from the Delany-vector pointing out of the earcorresponding to each ear.
Bazley formul&! and for the pressure reflection coefficient These gross approximations enable our auralization to give
from the well-known plane wave formula of Pieféép. 33. real-time feedback with purely software convolution. Other
Other wave formulas, such as the exact expression for thmethods utilizing DSP hardwa¥ke.g., binaural presentatipn
reflection of a spherical wave off an infinite impedant sur-could easily be incorporated into our system in the future.
face, derived by Thomass8fcould be used for improved
accuracy in the near field from the surfaces.

We compute frequency-dependent diffraction coeffi-y, rResuLTS
cients using the uniform theory of diffractiot®*®° applied
along the shortest paths constructed by our algorithm. If  The 3D data structures and algorithms described in the
more accuracy is required, the information given in com-preceding sections have been implemented #+Cand run
puted propagation sequencésact intersected portions of on Silicon Graphics and PC/Windows computers.
surfaces and edgesan be used to derive filters, for example To test whether the algorithms support large 3D environ-
based on more recent results exploiting the Biot—Tolstoy-ments and update propagation paths at interactive rates, we
Medwin approacli®~®°In this case, the shortest path com- performed a series of experiments in which propagation
puted by our algorithms can still be used to determine effipaths were computed in a variety of architectural models
ciently a unique incident direction on the listener’s head for(shown in Fig. 18 The test models ranged from a simple
binaural processin¢as suggested in Ref. §9 box with 6 polygons to a complex building with over 10 000

In the on-line case, our system auralizes sound in realpolygons. The experiments were run on a Silicon Graphics
time as the receiver position moves under interactive useDctane workstation with 640 MB of memory and used one
control. A separate, concurrently executing process i495 MHz R10000 processor.
spawned to perform convolution in software. To provide The focus of the experiments is to compare the compu-
plausible spatialization with limited processing resources, weational efficiency of our method with image source methods,
use a small number of frequency bands to reequalize antthe approach most commonly used for interactive acoustic
delay the source signal for every path, computing its contriinodeling applications. Accordingly, for the sake of direct
bution to a stereo impulse response in the time dofffdline  comparison, we limited our beam tracing system to consider
delay associated with each path is givenld, whereL is  only specular reflections. In this case, our beam tracing
the length of the corresponding propagation path, @id  method produces exactly the same set of propagation paths
the speed of sound. The amplitude is givenAsy, whereA  as classical image source methods. However, as we shall see,
is the product of all the attenuation coefficients for the re-our beam tracing method has the ability to scale to large
flecting, diffracting, and transmitting surfaces along the cor-environments and to generate propagation paths at interac-
responding propagation sequence. Stereo impulse respondas rates.
are generated by multiplying the amplitude of each path by In each experiment, we measured the time and storage
the cardioid directivity function((1+cog6))/2), where @ is  required for spatial subdivision, beam tracing, sequence con-
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TABLE I. Spatial subdivision statistics.

TABLE Il. Beam tracing and path generation statistics.

Model Input Cell Cell Time Storage Beam tracing Path generation
name polys regions boundaries )] (MB) No. - -
Model No. of of No. of Time No. of Time
Box 6 7 18 0.0 0.004 name polys Rfl beams (ms) paths (ms)
Rooms 20 12 43 0.1 0.029
Suite 184 98 581 3.0 0352  BoX 6 0 1 0 10 0.0
Maze 602 172 1187 4.9 0.803 1 ’ 1 7.0 0.1
Floor 1772 814 5533 227 3.310 2 37 3 25.0 0.3
Bldg 10057 4512 31681 186.3 18.694 4 473 42 1290 6.0
8 10036 825 833.0 228.2
Rooms 20 0 3 0 1.0 0.0
) ) ) 1 31 3 7.0 0.1
structl'on, and pqth generation. Results are reported in the 2 177 16 25.1 0.3
following subsections. 4 1939 178 127.9 5.2
8 33877 3024 794.4 180.3
A. Spatial subdivision results Suite 184 0 7 1 1.0 0.0
1 90 9 6.8 0.1
We first constructed the spatial subdivision data struc- 2 576 59 25.3 0.4
ture (cell adjacency graphfor each test model. Statistics 4 7217 722 1202 6.5
from this phase of the experiment are shown in Table I. Col- 8 132920 13070 6725 188.9
umn 2 lists the number of input polygons in each model, Maze 602 0 11 1 0.4 0.0
while columns 3 and 4 contain the number of cell regions 1 167 16 23 0.0
and boundary polygons, respectively, generated by the spa- i 1;;?2 1;372 3%% %t
tial subdivision algorithm. Column 5 contains the wall-clock 8 236891 21519 1831 46.7
execution timein secondsfor the algorithm, while column
6 shows the storage requiremefits MBs) for the resulting  Floor 1772 0 23 4 1.0 0.0
spatial subdivision. L 289 39 6.1 0.1
Empirically, we find that the number of cell regions and 2 1713 213 215 04
mpirically, _ _ gions 4 18239 2097 93.7 5.3
boundary polygons grows linearly with the number of input ) 204635 32061 467.0 124.5
olygons for typical architectural moddksee Fig. 19 rather
Poyg A : . g. 18 . Bldg 10057 0 28 5 1.0 0.0
than quadratically as is possible for worst case geometric 1 347 49 6.3 o1
arrangements. The reason for linear growth is illustrated in 2 2135 203 227 0.4
the two images inlaid in Fig. 19, which compare spatial sub- 4 23264 2830 101.8 6.8
divisions for the Maze test modébn the leff and a 2 8 411640 48650 529.8 169.5

grid of Maze test modelgon the righj. The 2<2 grid of
Mazes has exactly four times as many polygons and approxi-

mately four times as many cells. The storage requirements dRodel, as its results are stored in a file, allowing rapid re-
the spatial subdivision data structure also grow linearly agonstruction in subsequent beam tracing executions.

they are dominated by the vertices of boundary polygons.

The time required to construct the spatial subdivisions3- Beéam tracing results

grows super-linearly, dominated by the code that selects and e tested our beam tracing algorithm with 16 source
orders splitting planes during BSP constructieae Ref. 5% |gcations in each test model. The source locations were cho-
HOWeVer, it is important to note that the Spatial SubdiViSionsen to represent typ|ca| audio source posrnmg, in of-
phase need be executed only once off-line for each geometrigzes, in common areas, eke-they are shown as gray dots in
Fig. 18(we use the same source locations in Building model
5K as in the Floor model For each source location, we traced

4K

beams(i.e., constructed a beam tjefive times, each time
with a different limit on the maximum order of specular re-
flections(e.g., upto 0, 1, 2, 4, or 8 order®ther termination

# Cells in Spatial Subdivision
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3K

2K

0 1K 2k 3K 4K 5K 6K 7K 8K 9K 10K 11K
# Polygons in Environment

FIG. 19. Plot of subdivision size versus polygonal complexity.

2x2 Grid of Mazes criteria based on attenuation or path length were disabled,

and transmission was ignored, in order to isolate the impact
of input model size and maximum order of specular reflec-
tions on computational complexity.

Table Il contains statistics from the beam tracing
experiment—each row represents a test with a particular 3D
model and maximum order of reflections, averaged over all
16 source locations. Columns 2 and 3 show the number of
polygons describing each test model and the maximum order
of specular reflections allowed in each test, respectively. Col-
umn 4 contains the average number of beams traced by our
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FIG. 20. Plot of beam tree size versus polygonal complexity. FIG. 21. Plot of beam tree size with increasing reflection orders.

algorithm i.e., the average number of nodes in the resulting  This result is most readily understood by comparing the
beam tregs and column 5 shows the average wall-clock number of beams traced for up to eighth order reflections in
time (in milliseconds for the beam tracing algorithm to ex- the Floor and Building model§.e., the rightmost two data

ecute. points in Fig. 20. The Floor model represents the fifth floor
of Soda Hall at UC Berkeley. It is a subset of the Building
1. Scale with increasing polygonal complexity model, which represents five floors of the same building

e(floors 3-7 and the roaf Although the Building model
(10057 polygonshas more than five times the complexity of
the Floor model(1772 polygony the average number of
beams traced from the same source locations by our algo-
rithm is only 1.2-1.4 times larger for the Building model
6e.g., 411 640/294 6351.4). This is because the complexity

We readily see from the results in column 4 that th
number of beams traced by our algoritliine., the number of
nodes in the beam tredoesnot grow at an exponential rate
with the number of polygon&) in these environmeni@s it
does using the image source methddlach beam traced by

our algorithm preclassifies the regions of space according t , o0 ! -
whether the corresponding virtual sourGe., the apex of of the spatial subdivision on the fifth floor of the building is

the beam is visible to a receiver. Rather than generating gSimilar in both cases, and m(_)st_ other parts of the building are
virtual source(bean for every front-facing surface at each N°t reached by any beam. Similarly, we expect that the beam
step of the recursion as in the image source method, witacing algorithm would have nearly the same complexity if

directly find only the potentially visible virtual sources via he entiré building were 1000 floors high, or if it were in a

beam-polygon intersection and cell adjacency graph tra(_:ity of 1000 buildings. This result is shown visually in Fig.

versal. We use the current beam and the current cell of thg0: the number of beamigreen traced in the Maze test

spatial subdivision to find the small set of polygon reflections™0del (Ieft) does not increase significantly if the model is
that admit visible higher-order virtual sources. increased to be a2 grid of Maze model¢right). The beam

The benefit of this approach is particularly important fortracing algorithm is impacted only by local complexity, and

large environments in which the boundary of each conveX'0t by global complexity
cell is simple, and yet the entire environment is very com-
plex. As an example, consider computation of up to eighth L . .
order specular reflections in the Building test modkeé last 2. Scale with increasing reflections
row of Table I). The image source method must consider  We see that the number of beams traced by our algo-
approximately 1851082741 virtual sources rithm grows exponentially as we increase the maximum or-
(2?20(10 057/2)), assuming half of the 10 057 polygons are der of reflections(r), but far slower tharO(n") as in the
front-facing to each virtual source. Our beam tracing methodmage source method. Figure 21 shows a logscale plot of the
considers only 411 640 virtual sources, a difference of fourmaverage number of beams traced in the Building model with
orders of magnitude. In most cases, it would be impracticaincreasing orders of specular reflections. The beam tree
to build and store the recursion tree without such effectivegrowth is less tha®(n") because each beam narrows as it is
pruning. clipped by the cell boundaries it has traversed, and thus it
In “densely occluded” environments, in which all but a tends to intersect fewer cell boundariesee the example
little part of the environment is occluded from any sourcebeam inlaid in Fig. 2L In the limit, each beam becomes so
point (e.g., most buildings and citigsthe number of beams narrow that it intersects only one or two cell boundaries, on
traced by our algorithm even grows sublinearly with the totalaverage, leading to a beam tree with a small branching factor
number of polygons in the environmerfdee Fig. 20 In (rather than a branching factor @(n), as in the image
these environments, the number of sides to each polyhedraburce method
cell is nearly constant, and a nearly constant number of cells As an example, consider Table Il which shows the av-
are reached by each beam, leading to near-constant expectedlage branching factor for nodes at each depth of the beam
case complexity of our beam tracing algorithm with increas+ree constructed for up to eighth order specular reflections in
ing global environment complexity. the Building model from one source location. The average
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TABLE lll. Example beam tree branching statistics. The number of interior We find that the number of specular reflection paths is
qodes(have chlldrem and leaf node$h§ve no chlldrghat_each depth are neany constant across all of our test models when a source
listed, along with the average branching factor for interior nodes. . . .

and receiver are located in close proximity of one another.

Tree Total Interior Leaf Branching Also, the time required by our path generation algorithm is
depth nodes nodes nodes factor generallynot dependent on the number of polygons in the
0 1 1 0 16.0000 environment(see Fig. 22 nor is it dependent on the total
1 16 16 0 6.5000 number of nodes in the precomputed beam tree. This result is
2 104 104 0 4.2981 due to the fact that our path generation algorithm considers
3 447 446 1 2.9193 only nodes of the beam tree with beams residing inside the
g ;igg ;Sgg g g'ggig cell containing the receiver location. Therefore, the compu-
6-10 84788 72 469 12319 1.2920 tation time required by the algorithm i®t dependent on the
11-15 154 790 114 664 40 126 1.2685 complexity of the environment outside the receiver’s cell,
>15 96 434 61079 35355 1.1789 but instead on the number of beams that traverse the receiv-

er’s cell.

Overall, we find that our algorithm supports generation
branching factor(column 5 generally decreases with tree of specular reflection paths between a fixed source and any
depth and is generally bounded by a small constant in lowefarbitrarily moving receiver at interactive rates in complex
levels of the tree. environments. For instance, we are able to compute up to

eighth order specular reflection paths in the Building envi-
ronment with more than 10000 polygons at a rate of ap-
C. Path generation results proximately six times per secoride., the rightmost point in

) , the plot of Fig. 22.
In order to verify that specular reflection paths are com-

puted at interactive rates from stationary sources as the re-

ceiver moves, we conducted experiments to quantify th&/!- DISCUSSION

complexi_ty of gent_arating specular reflection paths to differ- | tpis paper, we describe beam tracing algorithms and
ent receiver locations from precomputed beam trees. FQfata structures that accelerate computation of propagation
each beam tree in the previous experiment, we logged staligihs in |arge architectural environments. The following sub-
tics during generation of specular propagation paths t0 1Qections discuss applications of the proposed methods, limi-

different receiver locations. Receivers were chosen random%tionS of our approach, and related topics for further study.
within a two foot sphere around the source to represent a

typical audio scenario in which the source and receiver are it Applications

close proximity within the same “room.” We believe this  There are several potential applications for the methods

represents a worst-case scenario as fewer p_aths WOU!d likeptoposed in this paper. For instance, traditional accoustical

reach more remote and more occluded receiver locations. design programée.g., CATT Acoustic¥) could be enhanced
Columns 6 and 7 of Table Il contain statistics gatheredyith real-time auralization and visualization that aid a user in

during path generation for each combination of model ang nderstanding which surfaces cause particular acoustical ef-
termination criterion averaged over all 256 source-receivefects.

pairs(i.e., 16 receivers for each of the 16 soujc€olumn 6 Alternatively, real-time acoustic simulation can be used
contains the average number of propagation paths generateg, enhance simulation of virtual environments in interactive
while column 7 shows the average wall-clock tifie mil-  \yalkthrough applications. Auditory cues are important in im-

liseconds for execution of the path generation algorithm. mersive applications as they can combine with visual cues to
Figure 22 shows a plot of the wall-clock time required to

generate up to eighth order specular reflection paths for each

test model.
3 ]
g
g 0.204
A ==
£5 Building: .
o8 0.154 10,057 input polygons |-
E ‘;__.8 ’ 8 specular reﬁcecﬁons
t S ” 6 updates per second
2% 0.10
g§e
28
S 005 o
g
[
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# Polygons in Environment

FIG. 23. Sound propagation patklines) between four avataréspheres
FIG. 22. Path compute time versus polygonal complexity. representing users in shared virtual environment.
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FIG. 24. Eighth-order specular reflection beafiedt)
and predicted power levelsight) in Maze model.

aid localization of objects, separation of simultaneous sounthem in real-time as the source moves. However, we can take
signals, and formation of spatial impressions of anadvantage of the fact that sounds can only be generated or
environment? For instance, binaural auditory cues are help-heard at the positions of “avatars” representing the users.
fulin localizing objects outside a user’s field of view, such asThis simple observation enables two important enhance-
when a car comes around a blind corner in a driving simuments to our beam tracing method. First, a bidirectional
lation. They also help the separat_ion of _simultaneo_us _sounq§eam tracing algorithm combines beams traced from both
(e.g., many speakers at a cocktail parfyinally, qualitative  sorces and receivers to find propagation paths between
changes in sound propagation, such as more absorption ingam. Second, an amortized beam tracing algorithm com-
room with more plush carpets, can enhance and reinforcgutes beams emanating from box-shaped regions of space

visual comprehension of the environment. Experiments hav ontaining predicted avatar locations and reuses those beams

shown that more accurate acoustic modeling provides a us%ultiple times to compute propagation paths as each avatar

with a stronger sense of presence in a virtual environrhent. L '
. . ) moves inside the box. We have incorporated these two en-
We have integrated our beam tracing method into a

. hancements into a time-critical multiprocessing system that

immersive system that allows a user to move through a vir-

tual environment while images and spatialized audio are renqllocates its computational resources dynamically in order to

dered in realtime according to the user's simulated®®MPute the highest priority propagation paths between
viewpoint®~1 In the example shown in Fig. 23, multiple M°Ving avatar .Iocat|o.ns in real-time with graceful degrada—_
users represented by avatépheressharing a virtual world tion and adaptive refinement. These enhancements result in
can speak to one another while the system spatializes theiwo orders of magnitude of improvement in computational
voices according to sound propagation pafires) through efficiency in the case where beams are traced for known
the environment. receiver locations. See Ref. 9 for details.

In order to support multiple simultaneously moving ~ Overall, we find that precomputing beams is advanta-
sources and receivetsss is required by a distributed virtual geous for stationary sound sources and arbitrarily moving
environment application with many avatars, we can noreceivers, while computing them asynchronously on the fly is
longer precompute beam trees. Instead, we must compustill practical for continuously moving sources and receivers.

FIG. 25. Beamggreen containing all eighth-order specular reflection paths from a source to a receiver in City model.
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mation. For instance, one window shows a diagram of the
A Response beam tree data structure. Each beam tree node is dynamically
m ; colored in the diagram according to whether the receiver
M. li_l_l.: bl A S point is inside its associated beam or cell. Another window
shows a plot of the impulse response representing the propa-
gation paths from source to receivesee Fig. 26 A third
window shows values of various acoustic metrics, including
power, clarity, reverberation time, and frequency response.
All of the information displayed is updated in real-time as

Impulse

eflection N X .
R Paths the user moves the receiver interactively with the mouse.

FIG. 26. Impulse respong@se) derived from eighth-order specular reflec-
tion paths(yellow) in Floor model.

C. Geometric limitations

B. Visualization Our system is a research prototype, and it has several

In order to aid the understanding and debugging of outimitations. First, the 3D model must comprise only planar
acoustic modeling method, we find it extremely valuable topolygons because we do not model the transformations for
use interactive visualization of our data structures and algopeams as they reflect off curved surfaces. Furthermore, we
rithms. Our system provides menu and keyboard command§y not trace beams along paths of refraction or diffuse re-
that may be used to toggle display of i input polygons,  fection, which may be important acoustical effects. Each
(2) source point(3) receiver point,(4) boundaries of the acoustic reflector is assumed to be locally reacting and to

spatial SUbd'V'Slqn(S) pyramidal beams(6) image Sources, Ihave dimensions far exceeding the wavelength of audible
and (7) propagation paths. The system also supports visual- und

ization of acoustic metric&e.g., power, clarity, etgfor a set .
of receiver locations on a regular planar grid displayed with ~ S€cond, our methods are only practical for coarse 3D

a textured polygon. Example visualizations are shown ifnodels without highly faceted surfaces, such as the ones
Figs. 24—26. often found in acoustic modeling simulations of architectural

Of course, many commercial’® and research spaces and concert halls. The difficulty is that beams are
system&” ! provide elaborate tools for visualizing computed fragmented by cell boundaries as they are traced through a
acoustic metrics. The critical difference in our system is thatell adjacency graph. For this reason, our beam tracing
it supports continuous interactive updates of propagatiomethod would not perform well for geometric models with
paths and debugging information as a user moves the reyigh local geometric complexite.g., a forest of tre¢s
ceiver point with the mouse. For instance, Figs. 24 and 26 Thjrd, the major occluding and reflecting surfaces of the
show eighth-order specular reflection paths from a single augirya| environment must be static through the entire execu-

dio source to a receiver location which is updated more tha'ﬂon. If any acoustically significant polygon were to move,

six times per second as the receiver location is moved arbi- . .
. . . : he cell adjacency graph would have to be updated incremen-
trarily. Figure 27 shows paths with specular reflections an

diffractions computed in a city model and an auditorium. Theta”y'

user may select any propagation path for further inspection ~ 1he class of geometric models for which our method
by clicking on it and then independently toggle display of does work well includes most architectural and urban envi-
reflecting cell boundaries, transmitting cell boundaries, andonments. In these cases, acoustically significant surfaces are
the polyhedral beams associated with the selected path. generally planar, large, and stationary, and the acoustical ef-

Separate pop-up windows provide real-time display offects of any sound source are limited to a local region of the
other useful visual debugging and acoustic modeling inforenvironment(densely occluded

- listener
(1st balcony)

FIG. 27. Visualizations of sound paths in different environments. Diffraction of sound in a city environment is shown on the left, while earlyignqpetba
for a source located in the orchestra pit of an opera house are shown in the middle and right images. Note the diffracted paths over the lip of the pit and
balconies(cyan arrows
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D. Future work VIl. CONCLUSION

Our system could be extended in many ways. For in-  We have described a system that uses beam tracing data
stance, the beam tracing algorithm is well suited for parallelstructures and algorithms to compute early propagation paths
ization, with much of the previous work in parallel ray trac- from static sources to a moving receiver at interactive rates
ing directly applicablé? Also, the geometric regions covered for real-time auralization in large architectural environments.
by each node of the beam tree could be stored in a single AS compared to previous acoustic modeling approaches,
hierarchical spatial structure.g., a BSP, allowing logarith-  OUr beam tracing method takes unique advantageexfom-

mic search during path generation, rather than linear seardfp/tationandconvexity Precomputation is used twice, once

of the beams inside a single cell. Of course, we could alsd® encode in the spatial subdivision data structure a depth-

use beam trees to allow a user to manipulate the acoustlocrdered sequence ¢éell boundary polygons to be conspl-
. L . . ered during any traversal of space, and once to encode in the
properties of individual surfaces of the environment interac-

tivelv with Itime feedback h as f trized beam tree data structure the region of space reachable from a
ively V\/3| real-time feedback, Sfc as lor parametrized faygiatic source by sequences of specular reflections, diffrac-
tracing® or for inverse modeling’

o i ; ) tions, and transmissions at cell boundaries. We use the con-
Verification of our simulation results by comparison to vexity of the beams, cell regions, and cell boundary polygons
measured data is an important topic for further study. In thigg enaple efficient and robust computation of beam-polygon
paper, we have purposely focused on the computational agnd beam-receiver intersections. As a result, our method is
pects of geometrical acoustic modeling and left the validauniquely able to(1) enumerate all propagation paths ro-
tion of the models for future work. For this aspect of thebustly, (2) scale to compute propagation paths in large,
problem, we refer the reader to related verification studieslensely occluded environments) model effects of edge
(e.g., Ref. 75, noting that our current system can computediffraction in arbitrary polyhedral environments, af#l sup-
the same specular reflection paths as methods based on ipert evaluation of propagation paths at interactive rates. Our
age sources and ray tracing for which verification results aréteractive system integrates real-time auralization with visu-
published(e.g., Refs. 76 and 77 alization of large virtual environments.

We are currently making impulse response measure- .Based on our in_itial experier_mes with.this syst_em, we
ments for verification of our simulations with reflections, dif- Pelieve that interactive geometric acoustic modeling pro-

fractions, and transmissions. We have recently built avides a valuable new tool for understanding sound propaga-

“room” for validation experiments. The base configuration tion In co.mplex 3D envwonr.nents'. We are continuing .thls
. . . ... research in order to further investigate the perceptual inter-
of the room is a simple box. However, it is constructed with

. . action of visual and acoustical effects and to better realize
reconflgurable pgnels th.at can be rernovgd or |-nserted to (_:r?ﬁe opportunities possible with interactive acoustic modeling.
ate a variety of interesting geometries, including ones with
diffracting panels in the room’s interior. We are currently
measuring the directional reflectance distribution of each o
these panels in the Anechoic Chamber at Bell Laboratories. The authors thank Sid Ahuja for his support of this
We plan to make measurements with speakers and microvork, and Arun C. Surendran and Michael Gatlin for their
phones at several locations in the room and with differenvaluable discussions and contributions to the project.
geometric arrangements of panels, and we will compare the
measurements with the results of simulations with the pro-ip. Rr. Begault,3D Sound for Virtual Reality and Multimedi@cademic,
posed beam tracing algorithms for matching configurations.zNew York, 1994. _ o _

Perhaps the most interesting direction of future work is N. I. Durlach and A S. Mavoryirtual Reallt_y Suentlflc_and Technologi-

. . . Lo . . . cal Challenges National Research Council Repditlational Academy,

to investigate the possible applicationdmteractiveacoustic Washington, D.C., 1995
modeling. What can we do with interactive manipulation of 3H. Kuttruff, Room Acoustics (3rd editiorElsevier Applied Science, New
aCO.UStIC mOde.l param_eters that would be dl.ﬁICUIt to do Oth-“\\](.og(.’ j:lgl’;?'and D. A. Berkley, “Image method for efficiently simulating
erwise? As a first application, we hope to build a system that smail room acoustics,” J. Acoust. Soc. ABE, 943—950(1979.
uses our interactive acoustic simulations to investigate theJ. Borish, “Extension of the image model to arbitrary polyhedra,” J.
.pSyChoaCOUStIC effects of varylng different aCOL.JS“C mgdel- 6G.C(IJ:{u.s}zroScokcslt:criTt],j“SC’allSSI;tiig?gel Z\?:‘c?lljstical room response by the use of
ing parameters. Our system will allow a user to interactively , ray tracing technique,” J. Sound ViB(18), 118—125(1968.
change various acoustic parameters with real-time auralizaZM. Kleiner, B. |. Dalenback, and P. Svensson, “Auralization—An over-

ion and vi lization f k. With this interactive simula- view,” J. Audio Eng. Soc41(11), 861-875(1993.
tion and visualization feedbac th this interactive simula 8T. Funkhouser, I. Carlbom, G. Elko, G. Pingali, M. Sondhi, and J. West,

tion system, it may be possible to address pSyChoaCOUStiC“A beam tracing approach to acoustic modeling for interactive virtual
questions, such as “how many reflections are psychoacous-environments,”ACM Computer Graphics, SIGGRAPH'98 Proceedings

tically important to model?” or “which surface reflection July 1998, pp. 21-32. _ . .
T. Funkhouser, P. Min, and I. Carlbom, “Real-time acoustic modeling for

model provides a psych.oacou'stically be_tter apPrOXimat?on?” distributed virtual environments,”ACM Computer Graphics, SIG-
Moreover, we hope to investigate the interaction of visual GRAPH'99 Proceedingshugust 1999, pp. 365—374.

and aural cues on spatial perception. We believe that thleON.Tsingos, T. Funkhouser, A. Ngan, and |. Carlbom, “Modeling acoustics
in virtual environments using the uniform theory of diffractiolfAXCM

answers to such questions are of critical importance to future Computer Graphics, SIGGRAPH 2001 Proceedjngsgust 2001, pp.
design of 3D simulation systems. 545-552.
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