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ABSTRACT
Current approaches to instant specialized ML models can learn
strong query latency predictors for a database in one system con-
text (e.g., AWS instance type with a particular load). However, such
models fail catastrophically when tested on a new system context.
This generalization gap requires training data of each database
workload for every new system context. We propose learning in-
dependent models for how the database and the system context
affect performance. We introduce OS Pre-trained Transformer (Os-
prey) that takes recent time-series of OS metrics, such as CPU
and memory usage, and produces an embedding vector that repre-
sents useful performance properties of the dynamic system state.
Osprey is pre-trained on a large set of workloads to learn a uni-
versal model of the OS log measurements. This is used by us in
a novel factorized model architecture to predict DBMS query la-
tencies. This allows us to train a query plan model specialized to
a particular database on just one system, and get generalization
to several different class of systems, and system loads. On new
system contexts, our model is up to 3× better at the median and
mean latency errors than a predictor trained on the same system
as us. In fact, our model is as accurate on new systems or loads
as if we had trained the instant specialized model just for that
system. This can be done because (1) we cleanly separate out the
effects of the system context v/s the query specific effects, and (2)
we pre-train the Osprey model on many other databases across
various system contexts in order to learn how query latencies vary
as system resources vary. The datasets and code are available at:
https://github.com/parimarjan/LatencyPredictor.

1 INTRODUCTION
Modern DBMSes are moving from local servers to cloud native
architectures [42, 43, 46, 49, 52, 57]. This has several benefits, but
also leads to complexity which makes it harder to adapt traditional
analytical cost models for query performance prediction (QPP) [43,
49, 52]. There are hundreds of available hardware configurations
which vary resources such as I/O backends, CPUs, memory, network
speeds. Moreover, due to virtualized (shared) hardware or multi
tenancy, performance can vary over time on the same hardware.

As an example, we execute an IMDb workload [44] on ten differ-
ent AWS instance types (Figure 1). The workload’s average runtime
goes from 7 seconds to over 200. Several instance types also show
variance in execution of the same query — this shows typical vari-
ability in the cloud. In response to this complexity, machine learning
methods have been proposed that learn QPPmodels in a data driven
way. This is attractive because the transition to cloud architectures

Instance Type Mean Per Query Std

a1_large_gp3_4g 78.2 13.9
c5a_large_mag_4g 204.8 11.7
c7g_large_mag_4g 195.6 4.8
m6a_large_mag_8g 70.5 15.9
r6a_large_mag_16g 7.3 1.7
r7g_large_gp2_16g 9.13 0.59
t3_large_gp2_8g 34.9 43.1
t3_xlarge_gp2_16g 11.8 2.1
t3a_medium_gp3_4g 69.4 17.3
t4g_large_mag_8g 72.3 13.5

Figure 1: Average query latencies, and std, for 6 repetitions of
320 queries from an IMDb workload on AWS. Instance Type
is ‘aws instance name’_‘I/O-backend’_‘RAM’.

has allowed DBMS providers to collect logs and telemetry at an un-
precedented scale, with analysis on millions of daily jobs reported
by Snowflake [60], AWS [49], and Microsoft [43, 52].

Instance optimized models are a widely adopted approach for
such models in both academia [15, 33, 39, 40] and industry [49, 61].
These are optimized for a specific scenario, e.g., latency prediction
on a database in a fixed execution environment. For the example
in Figure 1, following the approach in [39, 49] would require ten
separate models for the IMDb workload on each instance. Instead,
we propose a factorized model architecture that requires a single
instance specialized model that can learn about the current work-
load in one system, and have a pre-trained universal model of how
system state affects query performance, which adapts the instance
optimized model to changes in the system context.

Our system model is OS Pre-trained Transformer (Osprey). Os-
prey takes as input time-series measurements of recent history
of system metrics, and produces an embedding vector to capture
various system factors influencing performance in a common em-
bedding space (Figure 2). Osprey is pre-trained on system logs from
a large set of past workloads to learn the factors most relevant to
predicting query performance. Finally, we use a latency prediction
module which learns how query performance varies with changing
system contexts represented in this embedding space.

The key benefit of our approach is that it separates out two
independent factors affecting query performance: (1) estimating
workload specific properties (query complexity), (2) system spe-
cific properties (hardware and system load). Instance specialized
models [39, 40, 49, 67] learn both these aspects together, making
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Figure 2: OS Pre-trainedTransformer takes recent time-series
data of system log measurements and produces an embed-
ding vector which is useful for downstream tasks that depend
on the system state.

them very brittle to any change in execution conditions. We find
that instance optimized models are needed in understanding the
first aspect, as workload patterns can vary arbitrarily from one
workload to the next. This is not true when considering the system
context’s impact on performance. Unlike query plan estimates, sys-
tem state (e.g., memory utilization or I/O speeds) can be precisely
measured and meaningfully compared across different hardware
and workloads.

Osprey has the benefit that it treats both hardware changes, and
other changes that affect system load such as multi-tenancy, or
virtualized hardware, in the same unified manner. More crucially,
it allows us to leverage data from any workload to learn patterns
showing how these metrics evolve over time. It is inspired by how
large scale pre-trained transformer models have revolutionized all
tasks in Natural Language Processing [14, 47] and Vision [48]. The
core idea behind these techniques are not restricted to text or visual
data, and similar efforts are being made in several fields. We believe
the following key properties suggest that OS level logs would be a
great candidate for large pre-trained models that can be useful for
many downstream tasks.

(1) Presence of large scale datasets. Most of the benefits
of pre-trained models became apparent when trained on
internet scale data. For OS’s, system logs are constantly
being generated by all applications. For query processing,
the existence of large scale datasets is shown in surveys by
cloud providers [49, 60], however, we are not aware of any
work that trains a universally useful model at a large scale
on OS logs.

(2) Right level of abstraction. OS state is central to any
systems application, therefore, we believe representing its
properties in a unified vector space can be useful for many
downstream tasks from scheduling systems, to workload
classification, to performance prediction.

(3) Well defined downstream tasks. While its intuitive that
OS state is applicable to many downstream tasks, there are
not many standard ML for systems benchmarks. Therefore,
one of our goals was to explore one such downstream task
in depth in order to create a well defined benchmark and
pave the way for other such efforts.

We show Osprey pre-trained on a large set of workloads learn
embeddings that are very useful for latency prediction on com-
pletely new workloads. For a new workload, we train an instance
specialized query model on just one system; then using our pre-
trained models, we can get accurate predictions on any other sys-
tems known to Osprey without retraining the query model. These
predictions are as good as if we had trained an instant specialized
model on that particular workload, system pair, and up to 3× more
accurate than instance specialized models which were trained in
different systems. Further, we find additional benefits of Osprey:
(1) it’s OS state embeddings can cluster different workloads by
their performance properties, which can be used to find similar
workloads or analyze workload distributions (2) Osprey’s internal
mechanisms can be used to highlight which system metrics from
almost a hundred are most relevant for performance prediction in
the current OS state.

Our main contributions are:
(1) OS Pre-trained Transformer. We propose a pre-training

approach that lets us learn the dynamics of a system envi-
ronment from several workloads. Our results are a proof
of concept at a small scale — but the same approach could
be extended to significantly larger set of commercial work-
loads.

(2) Factorized model.We combine the query plans, and the
system logs, into a single model architecture that uses a
Graph Convolution Network (GCN) [30] for query plans,
and a pre-trained Transformer [58] network, Osprey, for
processing the system logs.

(3) Dataset. We construct a dataset by executing the same
queries in various system contexts to highlight the vari-
ance, and develop new techniques that take the query’s
environment into account.

(4) Parametrizing the system state. We believe that most
system state effects are explicitly, or implicitly, captured by
OS system metrics. Therefore, we propose that ML systems
performance prediction work should consider such metrics
as an important feature.

2 RELATEDWORK
Our work seeks to learn how the system state affects query per-
formance in order to use a learned predictor model across various
hardware and system states. There has been a lot of work on related
topics, so we will use this section in order to give a broad overview
of the field, and highlight differences with our approach.
Query Performance Prediction (QPP). Predicting execution
times of queries has a long history in research for DBMSes. Classical
approaches carefully model query plans, and use hand tuned cost
models for different hardware [7, 8, 16, 21, 26, 31, 37, 51, 55, 63],
which were optimized for the on-prem DBMS server settings. Sev-
eral studies from cloud providers have shown that such cost models
don’t easily translate to the cloud DBMSes: such as DBMS costs
not correlating to observed runtimes in Microsoft’s SCOPE [43, 52],
or learned models clearly outperforming DBMS costs in AWS Red-
shift [49].
ML based QPP. In order to address such challenges, a lot of recent
research has considered learning query performance directly from
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past workloads usingML approaches [3, 5, 9, 10, 23, 23, 24, 40, 41, 43,
49, 54, 59, 64, 65, 67, 69]. These include several kind of models: per
operator models [3, 52], query plan models [10, 23, 24, 39, 40, 54, 67],
or models that flatten query plans to key features [43, 49, 66]. All
these papers focus on representing a query plan to make latency
predictions. None of these consider the effect of the system state
explicitly. Instead, they assume the system state remains consistent
between the training and test phases — thus, a new model would
need to be trained for every <database,system> pair. Such a system
was implemented in Redshift [49], but they also describe its chal-
lenges: (1) nothing globally useful is learned despite having millions
of queries (2) a learned model is only able to start predicting after
seeing hundreds of queries on a new instance. Moreover, such a
model does not help in answering ‘what if’ questions, for e.g., what
if we increased the memory capacity of a server?
QPP across different hardware and multi-tenancy. Classical
DBMS approaches systematically analyze the effect of hardware on
operator costs [50], and develop analytical cost models to account
for such changes. There has also been a lot of research on how
changing specific hardware components affect DBMS performance,
e.g., Amdahl’s law for multi-processors [4], effect of different I/O
compnents [25], memory allocators [18], and so on. However, these
are not easily combined to develop analytical models for how per-
formance changes across different hardware or system states. In
one recent paper, Ji et al. [27] create a causal graph between multi-
ple system resources, like Memory, I/O etc., and the DBMS query
performance, and use this to identify root causes for anomalously
bad query performance. However, there isn’t much work on data
driven methods that learn the interaction of different resources
in order to accurately predict query performance. Moreover, this
problem becomes even more relevant in cloud architectures that use
multi-tenant architectures [32, 60], since different tenant workloads
can arbitrarily change the system load. Our approach addresses
this gap in research, and we show that we can deal with both these
scenarios in a unified manner via measuring the key metrics that
relate to system state.

Delimitrou et al. [12, 13] study datacenter job completion times,
using matrix completion methods to estimate latencies on new
hardware, which is conceptually similar to our work in disentan-
gling query and system state effects on latency. However, there are
several practical differences, e.g., they rely heavily on sampling of
homogenous subparts of the job, similar jobs, and do not explicitly
model the OS system state.
Concurrent QPP. Another related research area is predicting per-
formance of concurrent queries [17, 62, 68], i.e., a set of queries
that would execute simultaneously on the same database. This
involves accounting for both the strain on system resources and
potential efficiencies from shared scans in memory. Our work, how-
ever, primarily aims to differentiate the effects of system state from
database-specific impacts. Concurrent QPP adds the complexity
of query interactions on the same database, and addressing this is
beyond our current scope.
Pretraining universal models. Since there is so much workload
data available in the cloud [43, 49, 52, 60], it is natural to ask if we
can train universal models that learn using the whole dataset. Lu et
al. learn pretrained summarization models across many database
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Figure 3: Running IMDb workload, one query at a time, on
r7xlarge (gp2 I/O backend). The variance in runtime is only
due to varying I/O speeds of the gp2 backend.

workloads that can be quickly adapted to cardinality estimators
per database [36]. This is similar conceptually to how we learn pre-
trained OS system dynamics model for latency prediction, which
is then adapted to instance specialized per database models. We
are not aware of other work in this direction for latency predic-
tion. There have been some approaches to learn universal query
plan models for latency prediction [24, 28, 64], but this remains
an active area of research, and as argued in a study of a Redshift
deployment [49], in practice, there are several challenges to have a
query plan model that generalizes to any database. Therefore a lot
of research focuses on instant specialized systems that are trained
for just one workload [15, 39, 49].

In a recent vision paper [49], Saxena et al. lay out a description
of foundation models for operating systems, and discuss several
different downstream applications such as caching or query per-
formance. Conceptually, our work is in the same direction, and we
go deep into one such application (QPP) of pre-training models on
large amounts of operating systems data.

3 QUERY LATENCIES WITH CHANGING
SYSTEM CONTEXTS

Consider the query latency scatterplot in Figure 3 which execute
queries from IMDb workloads [2, 35] on a r7xlarge instance with
gp2 I/O backend. Only one query executes at a time, and we run
three repetitions of each query. We can see that the same query,
7c.sql, has up to 10× difference in execution times on the same
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Figure 4: Factorized model architecture.

system after about two hours. This is due to the system state. The
AWS gp2 I/O backend varies I/O speeds over time, sometimes giving
faster speeds called I/O bursts. In such cases, ML models which
only consider query plans [24, 39, 40, 67] can not do better than
predict the average latency of the three executions. This implies
they can have large errors when either the training or test data is
from dynamic scenarios.

How would a performance engineer predict query performance
in such settings? They may benchmark the query, or look at the
query plan and statistics to get an idea of how much work needs
to be done, and what are the critical operations. Next, they may
consider the new system — I/O speeds, CPUs, available memory.
Maybe run ‘top’ or other utilities to look at the load on the system.
Finally, combining these sources of information, the engineer would
have a sense of the expected execution time of the query. We want
to do this automatically. We design our model to make a prediction
integrating these different sources of information. They can handle
such dynamic cases well by also considering the system state, in
the form of time-series data for recent system logs.

Let us consider the examples in Figure 3 again to see how this
may work concretely. The varying I/O speed of the system is re-
flected in the logs for ‘await’ (the average time an I/O operation
takes from the moment it’s issued until it’s completed). The effect
of the lower I/O speed is also seen indirectly on the lower cpu
utilization shown in the plot for ‘%usr’. At the same time, not every
query would be affected as severely by the slower disk I/O — 8b.sql
still runs quite fast, because it was not doing as much I/O in any
case, which shows the importance of modeling the query plan as
well as the system logs.

This was a simple example. In reality, we provide time series
data on 92 such system log measurements1 to our model, which
should allow it to learn the effect of more complicated patterns.
As an example: few page faults, high memory usage, and high cpu
usage might mean that the accessed database is

4 OUR MODEL
Problem statement.Our system takes in a query plan, and OS logs
representing its recent state, and predicts the query latency. The
latency can be affected by various factors, like query complexity,
or the system load, or the hardware.
We assume a steady system state. An important assumption is
that the system state does not change drastically just before and
during query execution, i.e., we aim to make the best potential
prediction using information at query compile time. Our prediction
would be completely wrong if the system becomes overloaded after
the query starts. This is reasonable for queries taking seconds to
minutes, as system load is typically stable in such intervals.

4.1 Factorized Model Architecture.
Several past works have focused on the architecture and featuriza-
tion of query planmodels for latency prediction [3, 24, 40, 49, 59, 64].
Our contribution is in proposing a factorized model architecture
which expands on the query plan model to be adaptable to different
hardware and system states. It includes three distinct models as
shown in Figure 4.

(1) Database specialized query plan model. This can be
any neural network based query plan model (Graph Net-
works [9, 23, 24, 24, 53], Tree Convolutional Networks [39,
40], or others [67]) which takes as input a query plan and
is trained from scratch on every new database workload.
Past work typically used such models to predict latencies di-
rectly, but we want the output of this model to be usable for
predicting latency across many system contexts. Therefore,
our model produces an embedding vector which should
contain all query specific properties required to predict
latencies.

(2) OS Pre-trained Transformer (Osprey). A universal (i.e.,
applicable to any workload) transformer model which takes
as input recent OS logs, and produces an embedding vector
that captures the system state. It is pre-trained on a large set
of old workloads that cover the space of system states, and
after pre-training, its weights are fixed. On a new database,
we will only train the DB specialized model, and Osprey
will act as a fixed function.

(3) Latency prediction head. The information from the query
and environment embedding vectors are used as input to a
universal Multi Layer Perceptron (MLP) module to produce
the latency prediction. This approach parallels the training
of task-specific heads atop a commonly learned representa-
tion in natural language processing (NLP), exemplified by
models like BERT [14] and GPT [47], which are fine-tuned
for specific tasks, such as sentiment classification [20].

Database features use estimates, therefore, we use database
specific models. Various studies have proposed instance special-
ized models for specific databases [39, 40, 49]. A key reason for
this specialization is that query plan features rely on DBMS esti-
mates, such as cardinalities and costs. However, these estimates are
inaccurate, sometimes by orders of magnitude. Database-specific
1Examples can be explored at: https://parimarjan.github.io/latency_collector/Query-
System-Logs-a1_large_gp3_4g-imdb.html

https://parimarjan.github.io/latency_collector/Query-System-Logs-a1_large_gp3_4g-imdb.html
https://parimarjan.github.io/latency_collector/Query-System-Logs-a1_large_gp3_4g-imdb.html
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models can learn to fix the cost model errors introduced by these
estimates by identifying patterns, such as correlations between spe-
cific columns in the workload. Training a model across thousands
of databases, however, will prevent it from leveraging such unique
workload patterns.
Universal pre-training with environment features is based
on precise measurements. System logs provide precise measure-
ments of relevant metrics, enabling the comparability of their time-
series evolution across various workloads. This generality of metric
evolution makes a compelling case for using a universally pre-
trained model. The rationale is that the influence of environmental
factors, such as the number of CPUs or the amount of memory, can
be understood in a generalized context. For instance, workloads
that demand extensive processing could benefit from additional
CPU resources. Similarly, memory or I/O intensive workloads might
show improved performance with enhanced respective resources.
This principle of environmental impact is not workload-specific but
rather a universal aspect that can be learned and applied broadly.
Generalization properties.There are two dimensions alongwhich
our predictions would need to be robust: (1) query properties (2)
system states. A lot of past work studies robustness of deep learn-
ing based query-driven models to new kinds of queries [29, 39,
44, 45, 64]. Our model should work well in such cases where the
new queries are from a similar workload as the training set. The
pre-trained model adds robustness to changing system contexts,
which is our key new contribution.
Independence of query and environment models. One im-
portant aspect of our model is that the query and environment
model learn independent representations. In particular, for a given
query, the query model will learn the same representation across
any environment; similarly, the environment model will learn a
representation that is useful for predicting latencies of all queries
in similar system states.

4.2 OS Pre-trained Transformer
Here, we describe our approach to tokenizing the system state, and
the architecture and training of the OS Pre-trained Transformer
model used for generating the environment embedding vector.
OS logs as system state.We use the linux sysstat [1] package to
collect periodic system measurements throughout the experiments.
The package provides several log files, and the ones used by us
are listed in Table 1. We do not use an additional 20 log files that
are specific to various networking sub components, that are not
relevant to our specific workloads.We choose these log files because
these measurements capture the dynamically evolving state of the
system in a way that is comparable across different linux based
systems. Moreover, there are several robust and efficient packages
tailored for capturing such measurements, which streamlines the
data collection process and ensures consistency. In general, we can
have an arbitrary number of log files (e.g., if we wanted a log file
for each I/O device or CPU), since the transformer architecture
supports arbitrary length sequences.
Tokenization. The time-series data of each log sub-field is turned
into one token for our model. Each token is the previous 𝑁 mea-
surements, and an identification vector indicating the metric. In

Log File Name (Flag) Included Fields

Paging Stats (-B) pgpgin/s, pgpgout/s, fault/s. . .
I/O Rate (-b) tps, rtps, wtps. . .
Block Device (-d) tps, rkB/s, wkB/s. . .
Filesystem Usage (-F) MBfsfree, MBfsused, %fsused. . .
File Table Status (-v) dentunusd, file-nr, inode-nr. . .
Hugepages (-H) kbhugfree, kbhugused, %hugused. . .
Interrupts (-I) intr/s
Power Mgmt (-m) MHz, rpm, DEVICE. . .
Memory Usage (-r) kbmemfree, kbavail, %memused. . .
Swap Space (-S) kbswpfree, %swpused. . .
Task/Switching (-w) proc/s, cswch/s. . .
CPU Utilization (-u) %user, %nice, %system. . .
System Load and
Pressure-Stall (-q)

%scpu-10, %sio-10, runq-sz. . .

Table 1: Summary of SAR log files and example subfields.

our experiments, we choose 𝑁 = 30 with measurements collected
at 20 second intervals.
Transformermodel.The transformer architecture [58] has emerged
as the most popular general purpose ML architecture for sequence
to sequence modeling. We use a decoder only transformer architec-
ture as described and implemented in [6].

Let 𝐿𝑖 be the 𝑖𝑡ℎ token characterizing the recent time-series
evolution of a metric. The function signature of one block of the
transformer architecture will look like:

𝑇 (𝐿0, 𝐿1, ..., 𝐿𝑛) = 𝐸𝑚𝑏0, 𝐸𝑚𝑏1, ..., 𝐸𝑚𝑏𝑛 (1)

i.e., takes in a sequence of log measurements and transforms them
into a new sequence with the same shape, which goes into the next
transformer layer. After the transformer blocks, we average these
sequences to get an environment embedding, as shown in Figure
4. Each transformer block consists of multi-head attention, feed-
forward MLPs, residual connections, and layernorm — see Bloem
[6], Vaswani et al. [58] for detailed descriptions of the architecture.
Here, we will focus on the attention mechanism, which is a key com-
ponent of the transformer architecture in order to develop intuition
about what the model may be learning. Each block uses several self
attention modules (multi-head attention), but for simplicity, we’ll
describe the computation for a single self attention module:

𝐸𝑚𝑏𝑖 =
∑︂
𝑗

𝑎𝑖 𝑗 · 𝑓 (𝐿𝑗 ) (2)

i.e., 𝐸𝑚𝑏𝑖 is a weighted sum over a (learned) function of each the
input logs (𝑓 (𝐿𝑗 )). The weights, 𝑎𝑖 𝑗 , or the ‘attention scores’ sum to
1 over all 𝑗 . The key aspect of self attention is that 𝑎𝑖 𝑗 is a function
of the input logs 𝐿𝑖 and 𝐿𝑗 .

Thus, each 𝐿𝑖 is transformed depending on its relationship to the
system context; in this case, the rest of the system log metrics. This
is a key aspect of Osprey: it considers the full input sequence (all the
system logs), and reweighs the importance of different sub-parts.



Parimarjan Negi1 , Ziniu Wu1 , Arash Nasr-Esfahany1 , Harsha Sharma1

Mohammad Alizadeh1 , Tim Kraska1 , Sam Madden1

For instance, given 𝐿𝑖 , if all 𝑎𝑖 𝑗 are equal, then 𝐸𝑚𝑏𝑖 would just be an
average of all input logs; On the other hand, if the model considers
some 𝐿𝑗 (e.g., CPU utilization) to be most critical, then the output
𝐸𝑚𝑏′

𝑖
𝑠 can depend more on that if 𝑎𝑖 𝑗 is larger. Or, if the model

considers the interplay between memory usage and page-faults to
be the most relevant, it would extract embeddings that depend most
on these two log measurements. Therefore, the attention matrix
containing these 𝑎𝑖 𝑗 scores is often used for interpretability as
it shows the input relationships most relevant from the model’s
perspective.
Pre-training task. In order to train the Osprey and the final latency
prediction head, we would use query latency and system logs from a
large collection of databases and system contexts. All three modules
— query model, Osprey, and prediction heads — will be trained
together to minimize the prediction error over the full dataset.
Since the query prediction model was specialized to this particular
set of databases, it will not be useful for a new database; therefore,
we will discard it. The Osprey and prediction head will be fixed after
pre-training; their input does not depend on a specific database,
and can be used as a fixed function.
Training on new databases. For a new database, we will initialize
a new database specialized model with appropriate featurization.
This will be trained from scratch using the same architecture as
Figure 4 — with the Osprey and prediction head acting as fixed
functions. The new training workload may only be from one system
context, but the new DB model will need to learn to produce query
embeddings that are compatible with the universal models pre-
trained earlier, which increases robustness of latency predictions
to the many other system contexts seen during pre-training.

4.3 Discussion
Here, we would like to discuss various benefits and challenges of
our approach, and its potential for real world scenarios.
Model size and scalability. In all our experiments we use 4 trans-
former layers, and 16 heads per layer, an embedding size of 32.
Also, we used system history of 30 time steps at 20 second intervals.
We chose these settings as we found them to perform well on our
workloads. This creates a model with 3𝑀 parameters, which is a
very small model compared to modern pre-trained transformer ar-
chitectures [47]. But these are proof of concept experiments, which
would only work in the system contexts in our dataset — i.e., 10
AWS hardware types, with particular kind of loads. If we scale
up such architectures to larger scale datasets, we will likely need
to significantly scale up the model sizes as well. As trends from
the broader ML communities suggest, the transformer architecture
is particularly good at scaling to large scale datasets, which sug-
gest that such an approach should scale well to massive real world
workloads as well.

There are several benefits of processing OS logs using a trans-
former based architecture to capture the system state:

(1) Lightweight. There are several well tested measurement
libraries for system logs which are lightweight; in par-
ticular, using special hardware primitives such as perf-
counters [11] adds even more efficiency to these measure-
ments.

(2) Relevant scale. In our experiments, and also in published
papers from cloud DBMS provides [43, 49], query latencies
last from a few seconds, to over several hundred seconds.
These OS measurements typically do not change drastically
in the scale of seconds, which is relevant to predicting query
latencies.

(3) Amortized inference. In general, the transformer archi-
tecture is about 5𝑥 slower than the query part of our archi-
tecture (on CPUs) — adding tens of milliseconds to each
inference. However, the transformer model is independent
of the query — thus the environment embedding does not
change over our sampling frequency. Thus, the inference
costs of the model can be amortized over several queries.

However, there are also several drawbacks that need to be over-
come to make such an approach practical.

(1) Logging overhead.Many system metrics are not logged
within query plans, requiring separate logging solutions.
Also, the increased volume of logging data may pose data
management challenges at scale.

(2) Variability. Different systems and cloud providers may
care about different metrics.

(3) Distributed DBMS. In distributed systems, its more com-
plicated to collect logging data from all system sources that
can affect performance.

5 DATASET
In this section, we describe the dataset we collected, which includes
over 150𝐾 PostgreSQL query execution plans and corresponding
linux system logs for over 2500 unique queries from 14 database
workloads executed on 10 AWS instance types, and under various
system loads. The dataset is designed to study how the changing
system environment affects query performance. This problem has
been studied since 1980s [50]. However, earlier researchwas focused
on designing DBMS cost models, and targeting smaller scale setups,
more typical of on-prem settings. In contrast, cloud providers collect
and analyze logs from massive workloads [43, 49, 52, 60]. While it
is impractical to collect a dataset comparable to commercial scale,
we collect a non-trivial-sized dataset that shows execution time
variance in modern cloud scenarios.

Table 2 summarizes some of its key properties. The workloads
are all based on publicly available benchmarks used in past work
on ML-based latency prediction [24, 39]. The database sizes range
from < 1𝐺𝐵 to 100𝐺𝐵. One key property of our dataset is that each
query is executed on ten different AWS instances, with varying
system loads — which allows us to analyze the effect of the system
environment on the query. Each query is repeated up to three times
in each system context — which gives up to 100 repetitions of each
unique query.

We show the average standard deviation of query latencies (in
seconds) in a workload across the 10 AWS instances with one query
running at a time, denoted as “Latency Std (Hardware)” in Table 2.
We observe that some of the workloads, e.g., IMDb, Stack, and
TPCH, are greatly affected AWS instance type change while other
workloads, such as the smaller 1𝐺𝐵 RelationFit workloads are not
affected as much. This is because the smaller DBs can fit in the RAM
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Workload DB #Unique Latency Std
Size Queries (Hardware)

CEB [39, 44]
Stack-CEB 100GB 240 8.9
IMDb-CEB 7GB 320 12.6
RelationFit [24]
ssb 1GB 150 1.6
ccs 1GB 150 0.4
accidents 1GB 150 0.7
...and 7 other database workloads with very similar statistics
Others
TPC-H (S=10) 10GB 22 24.6
Stats (Alibaba) [22] 10MB 140 0.1

Table 2: Workload details. Queries are executed under differ-
ent conditions on 10 AWS instance types.

of all instance types, thus eliminating amajor source of performance
fluctuation.

(1) I/O: We use magnetic disk, gp2 (networked ssd, but with
variable speeds), and gp3 (more stable networked ssd) back-
ends. Magnetic disks are generally the slowest.

(2) Memory: We use 4 GB, 8 GB, or 16 GB memory.
(3) CPUs: We use 2, and 4 cpu instance types.
Finally, we also include AWS Graviton, ARM and Intel based

instance types. Using a combination of these properties, we select
10 instance types to run all the experiments. These are all among the
smaller instance types. This is because our workloads are relatively
small compared to modern cloud workload sizes as well — and it is
only interesting to analyze cases where changes in the hardware
cause distinct changes in performance. On large enough instances,
all the workloads would exhibit almost no variance (similar to how
there is little variance on the smaller workloads with the current
systems in Table 2).
System loads.We consider either a single database queries running
in isolation, or multiple database workloads running in different
combinations of 2 − 6 at one time. The second scenario is based on
multi-tenant systems such as Snowflake [60], or Salesforce [32].

6 EXPERIMENTS
We aim to train query prediction models which are specialized to
particular database workloads, but robust to changes in hardware
or system loads. In order to achieve this robustness, we use OS Pre-
trained Transformer (Osprey), which learns how system states affect
query runtime independent of the database workloads. We describe
the experimental setup in Section 6.1, and show the key results in
Section 6.2. We analyze why our model works in Section 6.3, and
explore the effect of various design decisions for pre-training the
Osprey model in Section 6.4.

6.1 Experimental Setup
The experimental setup is based on the scenario where a workload
is executed in one environmental context (hardware, system load),
and we test it in a new environment. There are two factors to
consider when defining a learned estimator: the model architecture,

Figure 5: Experiment data setup.

and the training data. In fact the data is even more important than
the model architecture when considering generalization to new
environments.
Training / test data setup. Our dataset can be viewed as a matrix
where the rows are queries, and columns are different environments.
An environment, 𝐸𝑛𝑣𝑖 , is defined by a <hardware, system load> pair,
i.e., 10 AWS instance types, with system load being either single
tenant (e.g., only IMDb queries) or specific multi-tenant scenarios
(e.g., IMDb-TPCh-Stack queries). Figure 5 shows how we construct
the training and test sets. For every experiment, there is a ‘TestDB’.
The ‘environment training data’ (gray) will include non TestDB
samples on all environments. The ‘query training data’ (green) will
include samples of TestDB queries on one environment — since it is
unreasonable to expect having query training data of a new database
on several different environments. The ‘evaluation data’ (red) will
include new TestB queries on new environments. Finally, the ‘test
instance training data’ is an idealized training set: it contains the
training queries from TestDB, on all the test environments.

In our experiments, we fix all samples of 20% of the query
workload from six AWS types (a1_large_gp3, r7g_large_gp2,
t3a_medium_gp3, m6a_large_mag, c7g_large_mag, t3_large_gp2)
as the evaluation data. For e.g., with 320 IMDb queries, we will ex-
clude 64 test queries from the training set. The 6 instance types
are chosen such that the workload execution times were distinctly
different on each; thus it represents a challenging test set for gen-
eralization. All models are evaluated on the same samples, but are
different in terms of the architecture and the training data. Fix-
ing the test set allows us to more easily compare performance of
learned models on different training data sources. As a running
example to describe the training set, consider the test set: ‘IMDb
test queries, r7g_large_gp2 instance type, single tenant load’.
DBMS Baseline. Linear model (slope and coefficient) that takes
as input the total DBMS query cost, and estimates latency, as used
in several other papers [24, 49, 63]. We fit a separate line for each
hardware type as in [63] — in our experiments, this does strictly
better than one single linear model over all samples.
GCNmodels. There have been several proposed latency prediction
neural net architectures that take as input query plan trees, such as
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Figure 6: IMDb and Stack workload results.

Tree Convolution Neural Networks (TCNN) [39, 40], or Graphical
Convolutional Networks (GCN) [9, 23, 24, 53]. When evaluating
on generalization to new system environments, we find all these
architectures perform similarly, and we take GCN as the represen-
tative query plan model. There are two variants based on training
data proposed in the literature: (1) GCN (Transferable) [24], which
learns a single model over several database workloads. In particular,
this model would use statistics based features instead of database
specific features such as table names. In our example, GCN (Trans-
ferable) will be trained on all non-IMDb queries on ‘r7g_large_gp2’.
(2) GCN (DB), which is ‘instance specialized’ to a particular database
workload, as is typically the case in proposed latency prediction
models [9, 39, 40, 53, 54]. The benefit of such a model is that it can
utilize database specific features, and learn correlations and other
patterns particular to a workload; however, the drawback is that
it can’t use training data from other databases, and it may not be
possible to have training data on different environments. There-
fore, we consider two variants: (a) GCN (DB), Same Env: which is
trained and tested on the same environment (e.g., trained on IMDb
queries on ‘r7g_large_gp2’). This is the ideal testing setup for such
learned models, and (b) GCN (DB), New Env: which is trained on
an a different environment (e.g., trained on IMDb queries on one of
the non-test AWS instances).
Factorized (Osprey). Factorized model using Osprey as described
in (§4). The Ospreymodule is pre-trained on 10% of the environment
training data and fixed. This same pre-trained model is used in all
evaluations (single andmulti-tenant) of the test database. Then, only
the DB specialized GCN module is trained on the query training
data — this will have the same architecture and training data as
GCN(DB, New Env) described above, e.g., trained on IMDb queries
on one of the non-test AWS instances.

Evaluation workloads. To evaluate, we select the workloads
from our dataset that show high variance across environments (see
Table 2 in §5), and with sufficient number of queries so generaliza-
tion to similar new queries is possible. This includes the workloads
IMDb, Stack, and several of the workloads from RelationFit [24].
Evaluation function. Every sample has a latency, 𝑦, and each es-
timator predicts �̂�. There are several potential evaluation functions
to compare these. For simplicity, we use Q-Error, or multiplicative
error, as used by [24, 28]:

Q-Error(𝑦, �̂�) =𝑚𝑎𝑥 (𝑦
�̂�
,
�̂�

𝑦
) (3)

The benefit of Q-Error is that it is symmetric, and easy to in-
terpret. We also see very similar performance trends with relative
error as used by [52, 63], but since it isn’t symmetric, it leads to
cases where over-estimates are penalized more, thus environments
with lower runtimes tend to have higher errors.
Loss function. For training, we optimize for Q-Error as well. Since
it is non-differentiable, we predict 𝑙𝑜𝑔(latencies), and optimize for
the mean square error of these estimates, which is equivalent to
optimizing for Q-Error as shown in [19].

6.2 Generalizing to new environments
Figure 6 shows the median and mean Q-Error of all the models on
the test sets of IMDb and Stack in single or multi-tenant scenarios.
We will go over the key trends that are reflected across all these
results. The test set is fixed as described in Section 6.1, and the error
bars represent each experiment with a different training environ-
ment — e.g., for the Factorized and GCN(DB, New Env) models:
4 experiments with the non-test hardware types in single-tenant,
and 10 experiments with random environments in the multi-tenant
scenario.
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Figure 7: Mean Q-Error across some of the smaller (1GB)
Relation Fit workloads.

GCN (Transferable). This model struggles to generalize effectively
to IMDb or Stack databases when trained on other databases in
the same environment, performing worse than a simple DBMS
baseline. Our evaluation scenario, compared to [24], presented
unique challenges: (1) we had less training data, (2) the queries were
more complex, and (3) crucially, the DB statistics varied greatly
across workloads due to significant differences in DB sizes.
Generalization gap between GCN (DB)’s. GCN (DB, Same Env)
shows the potential benefits of a DB specialized model — being up
to 4× better at mean Q-Error than the DBMS baseline (in IMDb).
However, this model needs training data of the Test DB on the
test environment; when this model was trained on a different envi-
ronment — GCN (DB, New Env), its performance is significantly
worse than the DBMS baseline. This makes sense — as we saw from
Table 2, there is significant variation among query latencies across
hardware on IMDb and Stack, and multi-tenant scenarios add even
more variance.
Factorized (Osprey)model tested onnewenvironmentsmatches
performance of DB and environment specialized GCN. Factor-
ized (Osprey) achieves similar performance as the GCN(DB, Same
Env) model by specializing to the TestDB with a GCN model, and
utilizing its knowledge about the new environments from the pre-
trained Osprey model. We saw that GCN models trained alone on
the TestDB or TestEnv were not enough to get good performance —
thus, the Osprey model plays a critical role here. It essentially lets
a GCN model trained on one environment to achieve the expected
training environment performance on all new test environments,
as if it had been trained specifically for the new environments. In
fact, it is more robust than GCN, and shows less variance than the
GCN(DB, Same Env) model. This is because even within the same
environment, there can be variation in the system state which can’t
be captured by the query plan features alone, while a well calibrate
system model can utilize these signals.
RelationFit DBs. Figure 7 shows the mean Q-Error across three of
the smaller DBs (single tenant scenario). The smaller size of these
DBs means there is less variance across environments since they
can fit in RAM. Thus, there is not much of a generalization gap
between the GCN(DB, New Env) and GCN(DB, Same Env) models.
The Factorized (Osprey) model gets the same performance, but does
slightly better on ‘ssb’, which is the RelationFit DB with highest
variance across instances (see Table 2).

(a) Linear model fit to DBMS costs. (b) Our model.

Figure 8: Scatterplot of estimated vs true latencies of the test
IMDb queries across the test instance types.
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Figure 9: Learning curves of the GCN model and Factorized
(Osprey) model on the IMDb multi-tenant scenario. Each
model is trained on IMDb queries from one environment
(10 experiments with different training environments). Left
is Q-Error on training environment, and right is on new
environments.

Scatterplot. Figure 8 shows a scatterplot of estimated vs true laten-
cies of all IMDb test instances. Note the vertical lines of the DBMS
cost estimator: this shows situations where similar costs have very
different runtimes, thus a linear model using just these costs would
have large error. Meanwhile, the predictions from the Factorized
(Osprey) model roughly captures the true latency trend.
Resource Usage. Factorized model training consists of two parts.
Pre-training the Osprey and latency prediction head is a one time
cost; it takes around 5 hours on a V100 GPU, and roughly 5× longer
on CPUs. Our pre-training data was about 15−20𝐾 samples depend-
ing on which TestDB we exclude. Training the instance specialized
GCN model on the TestDB takes under 2 minutes, since its a light-
weight model and just contains training data on one database and
environment. CPUs are fast enough for inference on single sam-
ples. It takes 5𝑚𝑠 for the GCN and prediction head inference, and
about 25𝑚𝑠 for Osprey. However, as we discussed in Section 4.3,
the embeddings generated by Osprey can be amortized since they
do not depend on the query, thus they do not add to the compile
time costs.

6.3 Analysis and Other Use Cases
In this section, we dive deep into a single scenario — the IMDb
workload with the multi-tenant load — to analyze what Osprey is
learning and explore some qualitative use cases of Osprey. Specifi-
cally, we look at two system loads, with simultaneous execution of
the workloads: IMDb-TPCh-Stack and IMDb-TPCh-Ergast. Recall,
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Figure 10: t-SNE projection
of unprocessed system logs.

Figure 11: t-SNE projection of the system embedding generated by OS Pre-trained Transformer.
Each plot has the same points, colored to show different properties.

from Table 2, Stack is a very large database, while Ergast is one of
the 1𝐺𝐵 RelationFit DBs, thus we can expect considerably greater
load on the environment with Stack.
Learning curves. Figure 9 shows the learning curves of our model
and a GCN model on 10 experiments, each trained on one envi-
ronment. In the training environment, both the models do very
well. However, on new environments, the OS Pre-trained Trans-
former model consistently continues to improve predictions across
all environments despite only training on one environment.

Both the models train using the same GCN architecture and
training data. For a given query, our model will produce the same
query vector with the GCN model in each environment; this will
be combined with the embedding of the system state (generated by
the pre-trained Osprey model) into different latency predictions.
Therefore, we can look at these embeddings to see the signals the
model may utilize to adapt its predictions to different environments.
Visualizing system states.We will use t-SNE (t-distributed Sto-
chastic Neighbor Embedding) [56] to visualize the system states.
t-SNE is an algorithm for dimensionality reduction to visualize rela-
tionships in high-dimensional datasets. First, let us consider the 2𝑑
t-SNE projections of the unprocessed system logs. Figure 10 plots
all samples in these IMDb multi-tenant workloads colored by AWS
instance type. We see each hardware type get clustered together
into separate islands; this makes intuitive sense because the scale
of various measurements, such as kbmemfree, are probably most
similar in the same instance type.

Next, we look at the same system logs, but pass them through
Osprey to get an embedding for the system state. This is then
projected to 2 dimensions using t-SNE. In Figure 11, we take the
same set of 2𝑑 projections, and visualize each data point using
different criteria. First, we see the embeddings colored by instance
types. We no longer see distinct islands for each instance type,
instead, all the samples seem to be in a more continuous and mixed
space.
Clustering workloads. Next, we color the same t-SNE projections
using the type of systeam load: IMDb-TPCh-Stack v/s IMDB-TPCh-
Ergast. We see much clearer and distinct patterns here, in fact,
each load is cleanly separated into two distinct groups. From a OS
state embedding point of view, this is a very nice property, since
we know that these loads have very different effects on the final
performance. And it shows that on even very different hardware,

there is a similarity in the type of effects created by a workload on
the system.
Clustering by performance properties.Next, we color the points
using (normalized) values for one of the I/O log measurements
(%fio), resulting in a more continuous spectrum (based on the sys-
tem measurements) across the samples. This implies that Osprey
assimilates the system measurements and positions them in a new
embedding space where elements are arrayed along a continuum
of factors that influence performance.

The previous two clustering results suggest that Osprey em-
beddings could be useful in finding similar workload patterns, or
classifying workload patterns — similar to how natural language
embeddings enable searching for similar documents based on se-
mantic meaning [47], such approaches may make it possible to em-
bed workloads using Osprey and then search to find ones that have
similar performance properties across different hardware scales.
Single query example. Zooming in further, we analyze a sin-
gle example query, 5a104.sql, on the instance type r7g_large_gp2.
It takes 1 second with the IMDb-TPCh-Ergast load and over 400
seconds with the IMDb-TPCh-Stack system load. This is likely
due to the query running entirely from memory v/s requiring ex-
tensive disk access and stalling due to the pressure of the Stack
workload. From Osprey’s perspective, it encounters 92 tokens of re-
cent measurements, such as the four shown in Figure 12a. Notably,
for IMDb-TPCh-Ergast, we observe significantly higher values of
pgscand/s, which indicates pages scanned per second from page
tables. This suggests that the queries are being executed from mem-
ory, contributing to faster performance. The model then applies
the transformer layers to these inputs. To understand why Osprey
embeds these two samples very differently, we will need to look at
the internals of the transformer’s attention module.
Attention scores. In Figure 12, we examine the attention scores
assigned to various system log measurements for these inputs (refer
to §4.2 for a description of attention scores). In the first attention
matrix, we see that pgscand/s has very high attention scores for
several rows (i.e., the 𝑎𝑖 𝑗 values for 𝑗 corresponding to pgscand/s
are much higher for several different 𝑖’s). This means the 𝐸𝑚𝑏𝑖
embedding outputs from this layer would be disproportionately
influenced by the pgscand/s log measurements. This is very differ-
ent from the attention scores on the IMDb-TPCh-Stack workload,
which are fairly evenly spread out through different logs — thus
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Figure 12: Query 5a850.sql (IMDb) on r7g_large_gp2_16g under two different system loads: (1) IMDb-TPCh-Ergast (taking 1
second) (2) IMDb-TPCh-Stack (taking 400 seconds). First row shows some of the system logs for previous 10 minutes (the input
to Osprey), and row 2 shows an attention matrix in the first layer of Osprey in both scenarios.

the embedding outputs would be more balanced. From the perspec-
tive of our prediction task, in the IMDb-TPCh-Ergast, the model
reweighs the inputs such that the pgscand/s log is much more
influential — and intuitively, this makes sense, as this log signifies
that the queries on that system are utilizing the page table system
memory very well.
Attention scores as proxies for most relevant metrics. These
attention scores essentially highlighted the 1 of 92 measurements
most critical to explain the better performance in the IMDb-TPCh-
Ergast scenario. In this case, we had strong intuition for this, be-
cause the workload patterns were constructed to be understood
easily by us, but in general, this could be a useful debugging tool
in more complex system environments with even more logging
measurements.

6.4 Pre-training Design
In this section, we will address various design decisions about the
Osprey model, and the pre-training data requirements.

6.4.1 Architecture choices. Figure 13a compares results of Factor-
ized (Osprey) with some other interesting design choices. We will
discuss each in turn.
Was a transformer necessary?With Factorized (Pretrained MLP),
we could approach the performance of Osprey by utilizing the same
factorized pre-training setup. The performance gap may be attrib-
uted to the benefits of attention analyzed in Section 6.3. Moreover,
MLPs are not flexible, for e.g., if we wanted to add per-cpu or per-
I/O logs, since MLPs require fixed dimensions. Nevertheless, in
some situations, using Pretrained MLPs could be useful because its
a simpler model, and faster for both training and inference.
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Figure 13: Experiments exploring pre-training design.

Was pre-training necessary? Factorized (No Pre-training) model
uses the same architecture as Factorized (Osprey) but the trans-
former is not pre-trained; instead, it trains from scratch on the
pre-training + IMDb’s queries on one environment. This isn’t prac-
tical because it doesn’t support adding new databases, and adds
hours to each training run (v/s a one time pre-training cost of Os-
prey), but here we analyze it to better understand why Osprey helps.
Osprey’s clearly better performance seems to be because without
pre-training, the GCN is fitting predictions to all the databases in
the workload, which is much harder than specializing to one data-
base. In comparison, the Osprey model first learns about how the
environment state affects latencies and then fixes this model (in
pre-training). Then, it adapts a lightweight GCN model to just one
database, separating the learning of the DB and environment.
Can we use query history instead of system logs? System logs
may not always be available, therefore, it is natural to ask if we can
use the recent query history as a proxy for system logs. If there
was only query in the workload, this would make perfect sense,
as the recent runtimes would exactly tell us how the system state
would affect the latency of the next runs. In order to test this, we
flatten the estimated and actual query plan features (cost and actual
runtime, estimated and actual cardinality etc.) into a vector, and
a sequence of recent vectors becomes an input to the transformer
model (instead of system logs). However, this does a lot worse
than Osprey. We believe this is because:(1) this approach mixes
the DB representation and system representation, and this leads to
information leakage between the system and query representation,
for e.g.„ the model may learn to do well in pre-training by learning
about queries instead of the system. (2) query latencies vary widely
— for e.g., small queries can run fast even in very overloaded systems.

6.4.2 Pre-training data. Figure 13b answers the question, do we
need to see every possible hardware instance type in pre-training?
There are hundreds of potential AWS instance types, so this is im-
portant. We pre-train Osprey with 1,2,4,6,8, or all the 10 instance
types and test the generalization performance on IMDb (single-
tenant) workloads. Pre-training data having 6 instance types, or
more, seems to do as good as having all instances; this is because a
lot of instance types have overlap, since different hardware config-
urations are usually a mix and match of a few basic blocks. There-
fore,it is natural to expect that we should not need to see every
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Figure 14: Ablation study on using just one of the different
SAR Linux logs.

possible combination as long as we see enough coverage of individ-
ual components.

6.4.3 Log Files. We used several different log files from Linux’s
SAR utilities to define the environment state (see Table 1). In Figure
14, we use only one file at a time to define the environment, and
pre-train appropriate Osprey models for each log file, and evaluate
on single tenant IMDb and Stack workloads. This gives us a sense
of relative importance of log files to the final performance as well.
On IMDb, we find that ‘Block Device’, ‘Paging’, or ‘I/O Pressure
Stall’ logs all give almost optimal performance; this is probably
because the most important fact in IMDb workloads is the RAM
state, and how much I/O is being done in the system. However, on
the Stack workload, no single log file gives performance better than
a baseline — suggesting more complicated explanations, since the
Stack workload is larger and doesn’t fit into memory.

7 CONCLUSION
We introduced Osprey, which maps linux system logs to an em-
bedding space useful for downstream tasks like predicting query
latencies or clustering different workloads based on their perfor-
mance characteristics. Our evaluation is a proof of concept on a
restricted scenario with only 10 AWS instance types, but the overall
recipe of pre-training models that take into account OS states can
be extended to a much larger scale.

In the future, we plan to explore OS state embeddings as a build-
ing block for other downstream systems tasks where ML has shown
promise, such as compilers [34] or scheduling jobs [38]. These tasks
are also affected by OS states, which suggests a potential to apply
the techniques behind Osprey more broadly. For instance, we could
replace the query model with a model that takes as input featur-
ization of other arbitrary tasks, like compiler graphs, and predicts
their performance.
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