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Abstract (henceforce, MTurkers) in a form of a HIT (Hu-

man Intelligence Task), defined as a task that is
hard to perform automatically, yet very easy to do
for people.

In this paper, we propose a method using Me-
chanical Turk to create sense inventories from
scratch and the corresponding sense-annotated
lexical sample for any polysemous word. As with
the NLP tasks for which MTurk has been used pre-
viously, this annotation is quite inexpensive and
can be done very quickly. We test this method
on a polysemous verb of medium difficulty and
compare the results to the groupings created by a
professional lexicographer. We then describe how
this method can be used to create sense groupings
for other words in order to create a sense enu-
_ merated lexicon. Finally, we describe one appli-
1 Introduction cation in which such a resource would be invalu-

The problem of defining a robust procedure forable, namely, the preprocessing step for the ongo-
sense definition has been the holy grail of botHn9 GLML annotation effort.

Iexmogr_aphlc work and thg sense annotgtlon Workz Problem of Sense Definition

done within the computational community. In re-

cent years, there has been a number of initiativeB1 the past few years, a number of initiatives have
to create gold standards for sense-annotated daleen undertaken to create a standardized frame-
to be used for the training and testing of sense diswork for the testing of word sense disambiguation
ambiguation and induction algorithms. Such ef-(WSD) and word sense induction (WSI) systems,
forts have often been impeded by difficulties inincluding the recent series of SENSEVAL com-
selecting or producing a satisfactory sense invenpetitions (Agirre et al., 2007; Mihalcea and Ed-
tory. Methodologically, defining a set of standardsmonds, 2004; Preiss and Yarowsky, 2001), and the
for creating sense inventories has been an elusivhared semantic role labeling tasks at the CoNLL

This paper presents a methodology for cre-
ating a gold standard for sense definition
using Amazon’s Mechanical Turk service.
We demonstrate how this method can be
used to create in a single step, quickly and
cheaply, a lexicon of sense inventories and
the corresponding sense-annotated lexical
sample. We show the results obtained by
this method for a sample verb and dis-
cuss how it can be improved to produce an
exhaustive lexical resource. We then de-
scribe how such a resource can be used to
further other semantic annotation efforts,
using as an example the Generative Lexi-
con Mark-up Language (GLML) effort.

task. conference (Carreras and Marquez, 2005; Carreras
In the past year, Mechanical Turk, introducedand Marquez, 2004).
by Amazon as “artificial artificial intelligence”, Training and testing such systems typically in-

has been used successfully to create annotated datalves using a gold standard corpus in which each
for a number of tasks, including sense disambiguaeccurrence of the target word is marked with the
tion (Snow et al., 2008) as well as for creatingappropriate sense from a given sense inventory. A
a robust evaluation of machine translation sysnumber of such sense-tagged corpora have been
tems by reading comprehension (Callison-Burchdeveloped over the past few years. Within the
2009). Typically, complex annotation is split into context of work done in the computational com-
simpler steps. Each step is farmed out to the nommunity, sense inventories used in such anntoa-
expert annotators employed via Mechanical Turkion are usually taken out of machine-readable



PATTERN 1: [[Anything]] crush [[Physical Object = Hard | Stuff = Hard]]
Expl anati on:

[[Anyt hing]] damages or destroys [[Physical Object | Stuff = Hard]] by sudden and unexpected force
PATTERN 2: [[Physical Onject]] crush [[Human]]

Expl anati on:

[[Physical Object]] kills or injures [[Human]] by the pressure of irresistible force

PATTERN 3: [[Institution | Human = Political or MIltary Leader]] crush [[Activity = Revolt | |ndependent
Action]]

Expl anati on:

[[Institution | Human = Political or Mlitary Leader]] uses force to bring to an end [[Activity = Revolt |

I ndependent Action]] by [[Human G oup]]

PATTERN 4: [[Institution | Human 1 = Mlitary or Political Leader ]] crush [[Human G oup | Human 2 = LEXSET
11

Expl anati on:

[[Institution | Human 1 = Mlitary or Political Leader]] destroys or brings to an end the resistance of
[[Human Group | Human 2 = Mlitary or Political Leader]]

PATTERN 5:  [[Event]] crush [[Hunman | Enption]]

Expl anati on:

[[Event]] causes [[Human]] to | ose hope or other positive [[Enption]] and to feel bad

Figure 1: CPA entry focrush

dictionaries or lexical databases, such as Wordsis, resulting in numerous cases of “overlapping
Net (Fellbaum, 1998), Roget’s thesaurus (Rogetsenses”, i.e. instances when the same occurrence
1962), Longman Dictionary of Contemporary En-may fall under more than one sense category si-
glish (LDOCE, 1978), Hector project, etc. In multaneously. Within lexical semantics, there has
some cases inventories are (partially or fully) con-also been little consent on theoretical criteria for
structed or adapted from an existing resource irsense definition, while a lot of work has been de-
a pre-annotation stage, as in PropBank (Palmer ebted to questions such as when the context se-
al., 2005) or OntoNotes (Hovy et al., 2006). Thelects a distinct sense and when it merely modu-
quality of the annotated corpora depends directlyates the meaning, what is the regular relationship
on the selected sense inventory, so, for exampldetween related senses, what compositional pro-
SemCor (Landes et al., 1998), which uses Wordeesses are involved in sense selection, and so on
Net synsets, inherits all the associated problemgPustejovsky, 1995; Cruse, 1995; Apresjan, 1973).
including using senses that are too fine-grained Several current resource-oriented projects at-
and in many cases poorly distinguished. At the retempt to formalize the procedure of creating a
cent Senseval competitions (Mihalcea et al., 2004sense inventory. FrameNet (Ruppenhofer et al.,
Snyder and Palmer, 2004, Preiss and Yarowsky2006) attempts to organize lexical information
2001), the choice of a sense inventory also frein terms of script-like semantic frames, with
quently presented problems, spurring the efforts tgemantic and syntactic combinatorial possibili-
create coarser-grained sense inventories (Naviglies specified for each frame-evoking lexical unit
2006; Hovy et al., 2006; Palmer et al., 2007; Snow(word/sense pairing). Corpus Pattern Analysis
et al., 2007). Inventories derived from WordNet(CPA) (Hanks and Pustejovsky, 2005) attempts to
by using small-scale corpus analysis and by autoeatalog norms of usage for individual words, spec-
matic mapping to top entries in Oxford Dictionary ifying them in terms of context patterns.
of English were used in the most recent workshop A number of other projects use somewhat sim-
on semantic evaluation, Semeval-2007 (Agirre e“ar corpus ana|ysis techniquesl In PropBank
al., 2007). (Palmer et al., 2005), verb senses were defined
Establishing a set of senses available to a pabased on their use in Wall Street Journal corpus
ticular lexical item is a task that is notoriously and specified in terms of framesets which con-
difficult to formalize. This is especially true for sist of a set of semantic roles for the arguments
polysemous verbs with their constellations of re-of a particular sense. In the OntoNotes project
lated meanings. In lexicography, “lumping and(Hovy et al., 2006), annotators use small-scale
splitting” senses during dictionary construction —corpus analysis to create sense inventories derived
i.e. deciding when to describe a set of usages ashy grouping together WordNet senses. The proce-
separate sense — is a well-known problem (Hankgure is restricted to maintain 90% inter-annotator
and Pustejovsky, 2005; Kilgarriff, 1997; Apres- agreement.
jan, 1973). It is often resolved on an ad-hoc ba- Annotating each instance with a sense, and es-
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The purpose of this task is to cluster similar meanings of a given word together. You will see a sentence with the target word [
highlighted, followed by several sentences that contain the same word. The target sentence uses that word in a certain way.
Your task is to select the sentences which use that word in the same way. If you believe the meaning of the word is the same, ||
click "same" next to that sentence. Otherwise, click "different". If you can't quite tell if the meaning is the same or what the
meaning is, click "unclear".

For example, the meaning of deny in "The authorities denied him the visa" is different from its meaning "He keeps denying the
obvious". But it is the same in "They denied him the access to information”.

In the task below, we're interested the verb crush.

By appointing Majid as Interior Minister, President Saddam placed him in charge of crushing the southern rebellion.

Osame
Odifferent
ounclear

To crush their rivals, therefore, they sought not to limit the power of the Grand Prince but to gain influence
over him by identifying themselves with the elevation of his personal authority.

osame
Odifferent
ounclear

Indeed, in many ways, the" moral” dimension of the communist cause was enhanced after 1935 precisely
because of the existence of a hostile, aggressive fascist bloc determined to crush the Soviet state.

Osame To execute him for treason indeed would have been little help to the government in its attempt to crush and
Odifferent | discredit the Reformation, but they could not proceed against him for heresy in due form until England was
ounclear |reconciled with the Roman Catholic Church.

‘ Osame |far from being crushed as a nation by the Russian conquest, the Yakuts succeeded in adapting to the ways of <]
Done requester.mturk.com &5 @  Adblock

Figure 2: Task interface and instructions for the HIT presented to theerpart annotators

pecially the creation of a sense inventory is typi-which has 5 different sense-defining patterns as-
cally very labor-intensive and requires expert ansigned to it in the CPA verb lexicon, and in which
notation. We propose an empirical solution to thesome senses appear to be metaphorical extensions
problem of sense definition, building both a sensef the primary physical sense. We therefore view
inventory and an annotated corpus at the sami¢as a verb of medium difficulty both for sense in-
time, using minimal expert contribution. The taskventory creation and for annotation. The patterns
of sense definition is accomplished empirically usfrom the CPA verb lexicon focrushare given in

ing native speaker, but non-expert, annotators. Ifrigure 1. The CPA verb lexicon h850 sentences

the next section, we report on an experiment usindrom the BNC that contain the vedrush sorted

this procedure for sense definition, and evaluateccording to these patterns.

the quality of the obtained results. The task was designed as a sequence of anno-
tation rounds, with each round creating a cluster
corresponding to one sense. MTurkers were first
3.1 Task Design given a set of sentences containing the target verb,

We offered MTurkers an annotation task designe@nd one sentence that is randomly selected from
to imitate the process of creating clusters of examthis set as a prototype sentence. They were then
ples used in CPA (CPA, 2009). In CPA, the lex- asked to identify, for each sentence, whether the
icographer sorts the set of instances for the givefrget verb is used in the same way as in the pro-
target word into groups using an application thatOtype sentence. If the sense was unclear or it was
allows him or her to mark each instance in a condmpossible to tell, they were instructed to pick the
cordance with a sense number. For each grouPmclear" option. We took the example sentences
of examples, the lexicographer then records a paffom the CPA verb lexicon focrush Figure 2
tern that captures the relevant semantic and syrfhows the first screen displayed to MTurkers for
tactic context features that allow us to identify this HIT. Ten examples were presented on each
the corresponding sense of the target word (Hankgcreen. Each example was annotated by 5 MTurk-
and Pustejovsky, 2005; Pustejovsky et al., 2004€'S-
Rumshisky et al., 2006). After the first round of annotation was com-
For this experiment, we used the vertush  plete, the sentences that were judged as similar

3 Solution to the Problem (Experiment)



s1: ...in charge of crushing
the southern rebellion | _—% Sensel ={s1, s12, 515, 528}

s2: .. then crush the Sense2 ={s2, s14, s29, s31}
T macademia nuts... Y

S\ Sensel s3: The blackout crushed his
: hopes of becoming...

Figure 3: Sense-defining iterations on a set of sentences S.

to the prototype sentence by the majority vote (Pergen’s F-measure) are computed for each clus-
or more out of 5 annotators) were set apart into der/sense class pair. Each cluster is then matched
separate cluster corresponding to one sense, amal the class with which it achieves the highest F-
excluded from the set used in further rounds. Theneasure. The F-scoreis computed as a weighted
procedure was repeated with the remaining set, i.@verage of the F-measure values obtained for each
a new prototype sentence was selected, and the reluster.
maining examples were presented to the annota- Entropy-related measures, on the other hand,
tors. See Figure 3 for an illustration. evaluate the overall quality of a clustering solution
This procedure was repeated until all the rewwith respect to the gold standard set of clas&as.
maining examples were classified as “unclear” bytropy of a clustering solution, as it has been used in
the majority vote, or no examples remained. Sincehe literature, evaluates how the sense classes are
some misclassifications are bound to occur, waelistributed with each derived cluster. It is com-
stopped the process when the remaining set computed as a weighted average of the entropy of the
tained 7 examples, several of which were unclearjistribution of senses within each cluster:
and others judged to be misclassification by an ex-
pert.
Each round took approximately 30 minutes to Entropy(C,S) = - ‘%' > |Ci|3_|sj| log |Ci‘r;|8j‘
an hour to complete, depending on the number i ' "

of sentences in tha,t round. chh set of 10 ser\ivhereci € C'is a cluster from the clustering so-
tences took approximately 1 minute on the avery vion C, ands; € S is a sense from the sense

age to complete, and the annotator received $0'0§ssignmenS
USD as compensation. The total sum spent on this We use the standard entropy definition (Cover

experiment did not exceed $10 USD. and Thomas, 1991), so, unlike in the definition
3.2 Evaluation used in some of the literature (Zhao et al., 2005),

321 Comparison against expert iudaements the terms are not multiplied by the inverse of the
o P 9 pertjudg log of the number of senses. The values obtained

We evaluated the results of the experiment againgt the two measures are shown in the “initial” col-
the gold standard created by a professional lexiy;mn of Table 1.

cographer for the CPA verb lexicon. In the discus-

sion below, we will use the termlusterto refer initial | merged
to the clusters created by non-experts as described F-score| 65.8| 93.0
above. Following the standard terminology in Entropy| 1.1 0.3

sense induction tasks, we will refer to the clustersr_, o 1. F.score and entropy of non-expert clus-
created by the lexicographer sense classes tering against expert classes. Second column

We used two measures to evaluate how WeILhows evaluation against merged expert classes.
the clusters produced by non-experts matched the

classes in the CPA verb lexicon: tirescoreand . .
Entropy. The F-score(Zhao et al., 2005: Agirre While these results may appear somewhat dis-
P Ny » A9 appointing, it is important to recall that the CPA

and Soroa, 2007) is a set-matching measure. Pre-
cision, recall, and their harmonic mean (van Rijs- *Multiple clusters may therefore map to the same class.



verb lexicon specifies classes corresponding tdhe obtained value of kappa was= 57.9, with
syntactic and semantic patterns, whereas the nothe actual agreement value 79.1%. The total num-
experts judgements were effectively producingber of instances judged was 516.
clusters corresponding to senses. Therefore, theselt is remarkable that these figures were obtained
results may partially reflect the fact that severaleven though we performed no weeding of non-
CPA context patterns may represent a single sensexperts which performed poorly on the task. As
with patterns varying in syntactic structure and/orsuggested previously (Callison-Burch, 2009), it
the encoding of semantic roles relative to the deis fairly easy to implement the filtering out of
scribed event. MTurkers that do not perform well on the task. In

We investigated this possibility, first automati- particular, an annotator whose agreement with the
cally, and then through manual examination. Tablesther annotators is significantly below the average
2 shows the overlap between non-expert clusterfor the other annotators could be excluded from
and expert classes. These numbers clearly suggehe majority voting described in Section 3.1.

The data in Table 3 should give some idea re-
garding the distribution of votes in majority vot-

ing.

expert classes
1 \ 2 \ 3 \ 4 \ 5
non-expertf 1| 0| 2]120| 65| 9
clusters| 2 || 83| 45 0 3| 0

No. of votes| % of judged instances
3] 0] 0 2] 1]10 3 votes 12.8%
Table 2: Overlap between non-expert clusters and 4 votes 29.8%
5 votes 55.2%

expert classes.

that cluster 1 mapped into classes 3 and 4, cluster
mapped into classes 1 and 2, and cluster 3 mappe
mostly into class 5. Indeed, here are the prototype

sentences associated with each cluster: 4 Sense-Annotated Lexicon

%ble 3: The number of winning votes in majority
ting.

C1 By gppomtlng Majid as Int(_arlo_r Minister, The methodology we used in the described exper-
Presm_zlent Saddam placed ,h'm in charge OTment has potential for producing quickly and ef-
crushing the southern rebellion. ficiently, “from the ground up”, both the sense in-

C2 The lighter woods such as balsa can p&entories and the annotated data for hundreds of
crushedwith the finger. polysemous words. Task sets for multiple poly-

semous words can be in parallel, potentially re-

C3 This time the defeat of his hopes diderttish  qycing the overall time for such a seemingly mon-
him for more than a few days. strous effort to mere weeks.

It is easy to see that the data above indeed reflects HOWever, a large-scale effort would require

the appropriate mapping to the CPA verb lexiconS0Me serious planning and a more sophigticated
patterns forcrush as shown in Figure 1. workflow than the one used for this experiment.

The second column of Table 1 shows the val-Mechanical Turk provides developer tools and an

ues forF-scoreandEntropycomputed for the case API that can help automate this process further.

when the corresponding classes (i.e. classes 1 affy Particular, the following steps need to be
2 and classes 3 and 4) are merged. automated: (i) construction of HITs in subsequent

iterations, and (ii) management of the set of

3.2.2 Inter-annotator agreement MTurkers (when to accept their results, what
We computed pairwise agreement for all partici-requirements to specify, and so forth). In the
pating MTurkers. For each individual sentencepresent experiment, we performed no quality
we looked at all pairs of judgements given by thechecks on the ratings of each individual MTurker.
five annotators, and considered the total number oAlso, the first step was only partially automated,
agreements and disagreements in such pairs.  that is, after each set of HITs was completed,
We computed Fleiss’ kappa statistic for all thehuman intervention was required to run a set of
judgements collected from the group of partici-scripts that produce and set up the next set of HITs
pating MTurkers in the course of this experiment.using the remaining sentences. In addition, some



more conceptual issues need to be addressed: 5.1 Preliminaries

_ o o In Pustejovsky et al. (2009) and Pustejovsky and
The clarity of the sensedistinctions. High inter- Rumshisky (2009), a procedure for annotating ar-

annotator agreement in the present experimenf,ment selection and coercion was laid out. The
seems to ;uggest_ thatushhas ea;ﬂy |dent|f|able_ aim was to identify the nature of the composi-
senses. Itis possible, and even likely, that creatingona) relation rather than merely annotating sur-

a consistent sense inventory would be muchace types of entities involved in argument selec-
harder for other polysemous verbs, many of whichign  consider the example below.

are notorious for having convoluted constellations
of inter-related and overlapping senses (see, for  (a)Mary called yesterday.
example, the discussion afrive in Rumshisky (b) The Boston officealled yesterday.
and Batiukova (2008)).
The distinction between (a) and (b) can be de-
The optimal numberof MTurkers. We chose to scribed by semantic typing of the agent, but not

use five MTurkers per HIT based on observation®y sense tagging and role labeling as used by
in Snow et al. (2008), but we have no dataFrameNet (Ruppenhofer et al., 2006) and Prop-
supporting that five is optimal for this task. This Bank (Palmer et al., 2005). Pustejovsky et al.
relates to the previous issue since the optimaf2009) focus on two modes of composition: pure
number can vary given the complexity of the task.selection (the type a function requires is directly

satisfied by the argument) and type coercion (the
The quality of prototypesentences. We selected type a function requires is imposed on the argu-

the prototype sentences completely randomly irment by exploitation or introduction). They de-
the present experiment. However, it is obviousscribe three tasks for annotating compositional
that if the sense of the target word is somewhamechanisms: verb-based annotation, qualia in
unclear in the prototype sententence, the qualitynodification structures, and type selection in mod-
of the associated cluster should fall drasticallyification of dot objects. All three tasks involve two
This problem could be remedied by introducingstages: (i) a data preparation phase with selection
an additional step, where another set of MTurker®f annotation domain and construction of sense in-
would be asked to judge the clarity of a particularventories and (ii) the annotation phase.

examplar sentence. If the current prototype For the purpose of this paper we focus on the
sentence is judged to be unclear by the majoritfirst annotation task: choosing which selectional
of MTurkers, it would be removed from the data mechanism (pure selection or coercion) is used by
set, and another prototype sentence would bthe predicate over a particular argument. The data
randomly selected and judged. preparation phase for this task consists of:

Finally, we need to contemplate the kind of (1) Selec_ting aset ofhighly coercive target verbs.
resource that this approach generates. It seem&?) Creating a sense inventory for each verb.
clear that the resulting resource will contain more (3) Assigning type templates to each sense.

coarse-grained sense distinctions than those otl):- le. the “ref .,
served in CPA, as evidenced by tbrishexam- | o_r”e]:xamphe,'t. € dre QS: :10 grﬁnt _se.“sbed@li y
ple. But how it will actually work out for a large ' 1n€ authorities denied him the visall be as-

lexicon is still an empirical question. sociated with the templateipMAN denyHUMAN
ENTITY]. The same sense of the verbThey de-

5 The GLML Annotation Effort nied shelter to refugeesill be associated with the
template HUMAN denyENTITY to HUMAN].

In this section, we discuss some of the implica- After this, the annotation phase proceeds in two

tions of the above approach for an existing semansteps. First, for each example, annotators select

tic annotation effort. More explicitly, we survey the sense of a verb. Then, the annotators spec-

how sense clustering can underpin the annotatioiy whether, given the sense selected, the argument

of type coercion and argument selection and promatches the type specified in the template. If the

vide an outline for how such an annotation efforttype does not match, we have an instance of type

could proceed. coercion and the annotator will be asked what the



type of the argument is. For this purpose, a list of The second item above has a desirable impli-
about twenty types is provided. cation for the annotation process. Note that the
Two issues pop up rather pressingly. First, howguidelines can focus on each target verb separately
should the sense inventory be created? This pabecause the set of available types for selection and
ticular choice strongly influences the kind of co-coercion are defined for each target verb individ-
ercions that are possible and it would be wise taJally. In addition, the set of exemplars provides
avoid theoretical bias as much as possible. Pustdlustrations for each type. In general, the seman-
jovsky et al. (2009) chose to use a lexicographtic types can be considered shorthands for sets of
ically oriented sense inventory provided by theeasily available data that the annotator can use.
CPA project, but the method described here sug- Overall, we have taken the specialist out of the
gests another route. While the inventory providedconstruction of the sense inventory. However, it
by CPA is certainly of very high quality, its use is still up to the expert to analyze and process the
for an annotation effort like GLML is limited be- clusters defined by MTurkers. For each cluster of
cause the inventory itself is limited by the needexamples, one or more type templates need to be
for expert lexicographers to perform a very labor-created by the expert. In addition, the expert needs
intensive analysis. to analyze the types involved in type coercion and
The second problem involves the shallow typeadd these types to the list of possible type coer-
system. Notice that this ‘type system’ informs cions for the target verb.
both the template creation and the selection of ac-, .
tual types of the argument. It is unclear how to6 Conclusion

pick these types and, again, the choice of types dan this paper, we have presented a method for cre-

fines the kinds of coercions that are distinguishedating sense inventories and the associated sense-
_ _ tagged corpora from the ground up, without the

5.2 Adapting GLML Annotation help of expert annotators. Having a lexicon of

We now provide a few adaptations of the proce-S€Nse inventories built in this way would allevi-

dure outlined in the previous subsection. We be&!€ some of the burden on the expertin many NLP

lieve that these changes provide a more bottomi@Sks. For example, in CPA, splitting and lump-
up procedure in distinguishing pure selection and"d ¢&n be done by the non-expert annotators. The
type coercion in argument selection. task of the expert is then just to formulate the syn-

In Section 3, we described a fast bottom-up pro_tactlc and semantic patterns that are characteristic

cedure to create sense inventories. Consider thgfrvsacdh sense.d lication for th
after this procedure we have the following arti- te |st<):ussed onz ipﬂr']c,at'onthordt € reslouitr:]e
facts: (i) a set of senses, represented as clustev%a can be produced by this method, hamely, the

of examples, and (ii) the resulting clusters of sen-GLML annotation effort, but the ability to quickly

tences that illustrate the usage of each sense. and inexpensively generate sense clusters without

. . the involvement of experts would assist in a myr-
We can now put the resulting sense inventory. . . .
. . iad of other projects that involve word sense dis-

and the associated examples to work, seeing con-_, . . ’ .
0 . . _ambiguation or induction.
tributions to both the preparation and annotation
phase. Most of the work occurs in the prepa-

ration phase, in defining the templates and thqreferences

shallow list of types. Firstly, the clusters define _
E. Agirre and A. Soroa. 2007. Semeval-2007 task 02:

thg sense inventory called for in thg data prepa- Evaluating word sense induction and discrimination
ration phase of the argument selection task. The systems. IProceedings of SemEval-2QQ¥ages 7—
clusters also trivially provide for the sense selec- 12, Prague, Czech Republic, June. Association for

tion, the first step of the annotation phase. Sec- Computational Linguistics.

ondly, the exemplars can guide a trained linQuUISE agirre, L. Marquez, and R. Wicentowski, editors.
in creating the templates. For each sense, the lin- 2007. Proceedings of SemEval-200Association
guist/lexicographer needs to distinguish between for Computational Linguistics, Prague, Czech Re-
instances of pure selection and instances of type Public, June.

coercion. For each set, a succinct way to describgy. Apresjan. 1973. Regular polysembinguistics
the type of the argument needs to be defined. 142(5):5-32.
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