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Abstract among Internet DNS and web servers. Previous mea-

. L L . surement research has explored IPv6 adoption and pen-
While IPv6 is finally experiencing non-trivial deploy- gration of the broader client population, for instance

ment, IPv4 and IPv6 are expected to co-exist for the fores,i; \veb instrumentation [37, 31]. However, less atten-

seeable future, implying dual-stacked devices, and prog,, has heen placed on characterizing IPV6 within Inter-
tocol mter-depen@_nce. we de\_/el_op and deploy a SySyet server infrastructure. Several initiatives [16, 1 an
tem for characterizing the association between IPv4 and o qotal evidence [32] suggest that IPV6 infrastructure
IPv6 addre§ses ("S|.bll|ngs") within network server infras- deployment is proceeding well in advance of client adop-
tructure, with specific focus on Internet DNS and weby;q, oy instance, large residential service provider net
servers. We develop novel_aqtlve and passive t_echnlqu%orkS [10], and content providers [1] fully support IPV6,
for0f|nd|ng DNS resolve_r S|b!|ng groups, and find only ¢ 5re only conservative in making it publicly available.
1m4ef1)t er? d?gtee-:?r-eolgt?(’)r?srLTpaggnS:gnt(l)P(\:/zn;ﬂgﬁPdveGPI?/)\//;a We term the relationship of associated IPv4 and IPv6
" “addresses “siblings.” In the case of a client, the relation-
%hip is typically straightforward, with a dual-stacked hos

candidate (IPv4, IPv6) pairs to determine if they are as- : T Gl ! .
signed to the same device. We find that the IPv4 and Ipv(f))roducmg a 1-to-1 sibling relationship. However, server

. nfrastructure is significantly more complex. “Equiv-
addresses of Internet servers frequently belong to differ- N g y P d
alence classes” of IPv4 and IPv6 addresses can result

Our results have important implications on network rerj}?om €9 aqlusterofdual-stacked mac_hir_1es t_hat perform
silience, security, and performance measurement, as w | ad—balanqng. We therefore_ further distinguish a IPv4-
as the évolution 6f IPV6 ' GPve asspuauon gorrespondl!’]g to a cluste.r or group of
' cooperating machines, even if physically distributed, as

“equipment siblings.” IPv4 and IPv6 addresses that be-

1 Introduction long to a single physical machine are thus “machine sib-
lings.” Our measurement techniques allow us to differen-

After languishing for decades, IPv6 [11] is experiencingtiate between equipment and machine siblings, revealing
renewed interest [15], in large part due to technical, ecoimportant properties of the underlying web and DNS in-
nomic, and political reasons [9, 26]. However, IPv4 andfrastructure and the manner in which IPv6 is employed.
IPv6 are expected to co-exist for the foreseeable future. We develop three novel measurement systems, both
For instance, transition strategies, practical congsain active and passive, for characterizing Internet infrastru
and inertia imply that portions of the IPv6 infrastructure ture IPv4 and IPv6 addresses: i) passive DNS using a
may depend on IPv4, where hosts and infrastructure artvo-level DNS hierarchy that encodes IPv4 addresses
commonly “dual-stacked.” Understanding the relation-within IPv6 nameserver records; i) active DNS whereby
ship between, and inter-dependence of, IPv4 and IPv6 inwe probe resolvers to induce various lookup behaviors;
frastructure, and its evolution over time, is an open probdii) targeted server (DNS and web) which measures TCP
lem important to network structure, resilience, security,timestamp clock skew to generate a physical device fin-
and performance measurement. gerprint.

We examine the problem of associatinfrastructure Our passive technique for finding candidate siblings
IPv6 addresses with IPv4 addresses. Specifically, thief DNS resolvers provides a new method to character-
paper focuses on IPv4 and IPv6 address relationshipge a critical portion of the Internet infrastructure. We



deploy the opportunistic system on a large commercial ing IPv4 and IPv6 addresses of DNS resolvers.
Content Distribution Network (CDN) to gather approxi-
mately 674,000 (IPv4, IPv6) address pairs. We find only
14% of the pairs map as a bijection, primarily due to
load-balancing and a small number of very large DNS 3. The first method to test thrgetedcandidate IPv4,
cluster resolvers as deployed by large providers. Over-  IPv6 addresses are machine siblings.

all, inter-relationship between IPv4 and IPv6 in this do-
main is particularly complex. To validate and better un-
derstand these passive results, we perform active DNS
measurements. We find 75% of address 4-tuples discovFhe remainder of this paper is organized as follows. Sec-
ered via active probing also exist within our passive datajon 2 describes the three measurement techniques com-
and are consistent with our inferred sibling groupings.prising our system in detail as well as our deployment.
Lastly, our targeted method allows us to actively interro-We present results i§3 and discuss findings ig%. Fi-

gate candidate IPv4, IPv6 server addresses to determingilly, we conclude in Section 5.

if they correspond to machine siblings. We tie our pas-
sive and active DNS measurements by using the targeteg M ethodology

technique to refine equipment sibling equivalence classe

o Ir:nr?(;?npr?r?;rS:s?rqacCthIrr:aeslt?l!Ir?gser?;évzfnecrzlc'lassc?r?éntour system includes three novel measurement tech-
Inding | uctu oling v Imp niques. First, we develop ampportunisticmethod to

mot|vat|on_s. 'F|rst, as IPv6 deploym_en.t Increases, the Slb[f)assively discover candidate siblings of DNS resolvers.
ling associations will evolve. Our sibling discovery sys-

- . Second, we provide the first relialtigrgetedsibling de-
tem can aid in tracking hov_v .the IPYG network Spreaols’tection technique, which can be run on-demand, by us-
where we expect, at least initially, it to largely overlap

. o . ) ing physical device fingerprinting. Third, we create a
with the 1Pv4 network, and with time, b_e increasingly custom DNS server that permig€tive measurement of
autonomous, and where the future state is unclear.

. . DNS resolvers. Our active DNS technique ties the first
Second, the extent to which IPv4 infrastructure de- : o . -~
’ : ; ... two techniques by permitting targeted fingerprinting of
pends on IPv6, and vice-versa, has security and critic d yp g targ gerp 9

frastructure orotection imolications that are " NS resolvers to refine equipment siblings into clusters

infrastructure pr ion implications that areé currentl ¢ 4 chine siblings. This section describes each of our

unknown. For example, an attack against the IPv6 ad- , ; ; ;
system’s techniques in detail.

dress of an Internet web or DNS server may or may not

impact that server’s IPv4 service. Further, siblings imply

the potential for correlated failures. Whether IPv6 infras-2-1  Opportunistic DNS Technique

tructure is deployed on the same equipment that SUPPOIgse onnortunistically find candidate siblings of DNS re-
IPv4 is an important hypothesis we test in this work.  goyyers by exploiting: 1) a two-level authoritative DNS

F|naIIy,. measurement research thaF aims to underFesolution, and 2) the ability to encode an IPv4 address
stand various performance and topological aspects of thﬁ] the lower order bits of an IPV6 address

IPV6 network, as compared to the existing IPv4 Inter- cjiants rely on local resolvers to perform DNS reso-
net [31, 22], requires sibling discovery. Specifically, @) sion we seek to ascertain the IPv4, IPV6 siblings of
common measurement technique is to probe IPv4 angy o stacked DNS resolvers. Assume a recursive DNS

IPVG_ destinations that have the same DNS name, préggqyer servicing a local client requesting resolution of
suming that those addresses correspond to the same qu]—

h h - N g w.a.example.com. As depicted in Figure 1, the re-
ost. As shown ir3.5 however, a DNS name in COm- qer requests resolution (typically amecord) for this

mon does not imply that the IPv4 and IPv6 addressegyomain from the first-level authoritative nameserver via

are hosted on the same interface, machine, or even auy, \py4 pNS query. The first-level nameserver responds
tonomous system (AS). Among popular Alexa IPv6 Web-\ i, the second-levals, and corresponding “additional”

sites, we find over 25% are not machine-siblings to the|rA andAAAA, records [25]. Crucially, theAAA records of

IPv4 counterpart, and 43% of non-siblings reside in dif-yhe sacond-level DNS, as returned by our first-level DNS,

ferent ASes. Our targeted sibling detection can iden-are formed dynamically. The first-level DN&codes a

tify such cases, thereby preventing potentially erroneous, o' |py4 source address in the lower-order bits of the
measurements intending to compare IPv4 and IPv6 perr'esponse’s additionalAAA record

formance or paths. ) i ) For example, Figure 1 shows the first-level DNS re-
Toward better understanding the relationship betwee'%ponding to a DNS resolver's query with the authori-

IPv4 and IPv6, we make four primary contributions:  a4ive Ns record of the second-level DNS, including an
1. A new passive technique fopportunisticallypair-  additionalAAAA record for the second-level nameserver

2. A novel approach foactive DNS resolver probing
to discover equipment siblings.

4. Real-world deployment of the techniques to gather
DNS and website siblings and equivalence classes.



First-Leve
Auth DNS

in the past, we apply it in a novel context to obtain ma-

" DNs o e o
chine siblings. Observe that any application or transport-

Resolver
<

: layer fingerprint will be common to the lower level net-

2 42 v work protocol, whether IPv4 or IPv6. In particular,

J .;;fxz%"gpfe":"m Second—Leval we use evidence of clock skew, visible from TCP-layer
1:428:1pyAuth DNS | (IPva,IPve) timestamps, to remotely identify devices. By actively

communicating with a pair of remote IPv4 and IPv6 end-

points over TCP, we infer whether they are siblings based

on the similarity of their clock skews.

Define a candidate pair g$s,1). We periodically
connect to a running TCP service tpandlg and ne-
gotiate the TCP timestamp option [18]. We receive a
sequence of time-stamped packets along with their ar-

that includes the querying resolver's IPv4 source addresival time relative to our prober. Lef* be the time at

in the low-order bits. The recursive DNS resolver mayWhich the prober observes tiith IPv4 packet fromis

use either tha or AAAA address for the second-level res- @ndt be the observed time of ttith IPv6 packet from

olution. When the latter is used and the second-levels: Similarly, letT;* andT;® be the timestamp contained

DNS receives the query from the DNS resolver, it pairsin the TCP options of théth packet fromls andlg re-

the IPv6 source address of that query with the IPv4 adSpectively. Following the technique in [20], we compute

dress encoded in the IPv6 destination of the query. Notéheobserved offseif each packet over time.

that the dynamically generatadAA nameserver record ~ Given a sequence of offsets, we adopt the linear pro-

is validt. gramming solution in [27] to determine a line that is con-
We deploy this system within Akamai [30] to a selec- Strained to be under the data points, but minimizes the

tion of domains using its pre-existing multi-level DNS distance to the data points. We then obtain:

hierarchy (whose primary purpose is to resolve do-

main names to addresses that can best serve the client). ya=aax+pBs and ys = aex+ s

Deployment on Akamai affords us a rich and diverse . . .
l.e., we determine two lines, one corresponding to the

dataset, however the ge'."erf"" technique can be Impleﬁterrogation ofl4 and one talg that lower-bounds the
mented on any two authoritative nameservers under com-

: set of offset points observed. We determine the afgle

mon control along the same DNS namespace hierarchy. ;
. . between the two lines.
Note however that the technique could be imple-

mented even on a single box, with multiple addresses,
where the IPv4 glue address for the NS record for
example.com is distinct from the IPv4 and IPv6 glue
addresses for the NS record that causes the lookup to tHé 6 < 1, thenl, andlg are siblings, where is a thresh-

Figure 1: DNS Resolver Siblings: A multi-level au-
thority returns second-level nameservarAA records
encoding a query's IPv4 source in the lower-order
bits. The second-level nameserver opportunistically as
sociates IPv6 sources with encoded IPv4 destinations.

s — Og

0(ay, 0g) =tan 1| ———2>
(aa, 0) 1+ o406

second level. old. Empirically, we find that = 1.0 is sufficiently dis-
criminating.
) .. ) Figures 2(a) and 2(b) graphically illustrate our ap-
2.2 Targeted Fingerprinting Technique proach using two hosts for which we know their ground-

truth interface addresses. Figure 2(a) displays the ob-

Network fingerprinting is a common technique that relies d skew f int ting Host A's IPV6 interf
on implementation and configuration-specific character>6MVed SKEwW Trom interrogating Host AS 'FV6 Intertace

istics to identify devices. Fingerprinting may be active or3s compared to Host B's IPv4 interface. We observe not

passive, and different techniques permit different ﬁnger—Only different skews, but see that the clocks on the re-

print granularity. For instance, active operating Systemspective host are drifting in opposite directions and have

. - S . different resolutions. Hence, we infer that the IPv4 and
fingerprinting [23] may aid in eliminating false siblings, _ ) ’ .
but is unlikely to provide sufficient granularity to gain IPv6 interfaces interrogated afise sibling<(6 > ).

confidence in a true sibling relationship as the set of pos- In contrast, Figure 2(b) displaystaue sibling rela-

sible operating systems is small relative to the set of posgonSh'p' In this experiment, we probe the same host

sible interfaces (A) via its IPv4 and IPv6 interfaces. We observe nearly

Instead, we utilize previous work guhysicaldevice identical inferred skew (the linear programming solu-

! o . ) ) tion determined asr, = —0.0582538, = —1.178 and
fingerprinting [20]. While this technique has been usedo{6 . 0.058276 — —1.139:0 — 1.3x 10-3).

1The second-level DNS accepts queries from an entire prefix; we_ A limitation Oflour technique is that it _iS limited to
use a /80 to encode IPv4 sources in 48 bits. interfaces for which the prober can establish a TCP con-
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Figure 2: Targeted machine-sibling detection via TCP tiarap skew inference.

nection, e.g. aremote web server or a remote DNS servaibject induce the resolver under test to issues a series of
via our truncation method which we discuss next. queries that alternate between IPv4 and IPv6. We main-
tain state between requests by specially encoding the re-
) turned results such that the end result is a “chain” of IPv4
2.3 Active DNS Measurements and IPv6 records that we observe a remote system using
- - . to resolve the record. Figure 3 shows a timing diagram
In addition to the opportunistic, passive DNS data COIIec'of the interaction of our prober and authoritative DNS

tion, we develop an active DNS measurement to both VaIWith a resolver that has IPv6 addresséA3 and IPv4
idate and better understand our passive results. This A% dressesA?. Ad

tive DNS measurgment ties the previous two techniques An individual measurement queries the open resolver
together by permitting us to perform the targeted TCP-

. } or forwarder for a singleTXT record. The resolver
based timestamping on a subset of the DNS resolveréan only fetch this name using IPv6, but instead of
obtained passively to further evaluate siblings.

just returning a value, our server returns a canonical
There are numerous open DNS forwarders on the pub;gme CNAME) alias. ThisCNAME encodes the IPv6 ad-

lic Internet, mostly misconfigured NAT devices. We 0b- gress which contacted our server; for example an IPv6
tained about 500 addresses of such NATs from data col3qyqresso001: £8b0: :91 is encoded into theNAME:

lected by Netalyzr [21] which were both open and for-«,q41 . £gp0y91 . nonce . dnstest . icsi . berkeley. edu.”
warded to a resolver which supports IPv6. Additionally, Tnis returnedcNAME exists within the IPv4-only do-
~6500 of the IPv4 addresses a@600 of the IPV6 ad-  ain The nexciAME redirects back to IPv6, encoding
dresses associated with the passively collected DNS rg;qih |ps. After following anotheeNAME back to the IPv4
solvers are open and also respond to external requesi§omain, our server finally returnsraT record reporting
Thus there exist a large pool of systems which will pro- e sequence of four IP addresses which contacted our
cess recursive DNS requests, either on their own or byeryer. Note that while DNS authority servers may typi-
forwarding to their configured recursive DNS resolver. .5y include multiple records in a single returned result,

We actively probe these open systems, issuing Spesur server only returns one result at a time in order to
cially crafted queries for DNS names for which we are force multiple lookups and infer the chain. OTAME
authoritative. Our authoritative domains are served by &ncoding scheme, combined with DNS message com-
custom DNS server that is compliant with the DNS stan-pression [25], ensure that, even in the worst case ASCII
dard [12]. This server listens on both IPv4 and IPV6, |py4 and IPv6 encoding expansion, our chains of length
uses both TCP and UDP, and reacts differently dependy are less than 512 bytes. As 512B is the limit for DNS
ing upon the incoming request. The server handles mulpyer UDP, we ensure that our chains rely on neither trun-
tiple domains that support either IPv4 or IPV6 requestscation nor EDNSO [35].
where the choice of domain selects the IP protocol used An example lookup using our deployed authority to
by the recursive resolver. We can also force a resolvetuery the Google Public DNS is:
to contact our server via TCP by always replying with
TRUNCATE to UDP requests [6], which signals to the re-
solver that it must retry using TCP.

We initiate queries to the open and forwarding re-which returns the nonce and the sequence of addresses
solvers. The results from our DNS server for the queriedthat contacted our server to resolve the request.

dig +short TXT ©8.8.8.8
cnamele6464.nonce.v6.dnstest.icsi.berkeley.edu
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Figure 3: Active DNS Probing: Our authoritative DNS seneturns a series @fNAME results with alternating IPv6
and IPv4 glue. We probe a resolver under test for our speoialaih, including a nonchl. State is maintained on
addresses the resolver uses by encoding the IPs along fihe Tha final result is the sequence of IPv4, IPv6 addresses
used by the resolver (hefd, A2, A3 A4).
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domain Auth DNS

As we will show in§3, many large-scale resolvers are a forwarder exists (thus excluding most corporate net-
actually clusters, not individual systems. A cluster mightworks), the active measurement has several advantages
be behind a single publicly facing IP address with loadover the passive measurements. This technique forces
distributed among multiple backend machines, or mightthe resolver to use IPv6 (instead of relying on a resolver’s
encompass multiple publicly visible IP addresses. Wepreference for IPv6 over IPv4). Since the measurements
therefore repeat our active DNS probes 32 times in ordeall occur within a short time window, this measurement
to gain a more complete picture of cluster structure whens not affected by network changes. It also produces a
present. Since the DNS specification [12] requires thaset of up to four siblings, allowing it to more effectively
the recursive resolver process the entitdME chain, and precisely map the structure of a cluster resolver. Fi-
these four IP addresses should represent the same “sysally, by combining the DNSNAME measurement with
tem” responsible for completing the DNS resolutfon. our use of truncation to force TCP lookups, we are able
The replies themselves have a 0 second TTL and thé even more precisely characterize siblings within clus-
request contains a counter, thus a resolver should neveers. While the passive measurements identify common
cache the result. clusters, the active measurements enable use to identify

We also conduct a series of requests that forceeommon systems.
truncation. These use individual queries over both
IPv4 and IPv6 where the authority server forces
each request to retry using TCP. During these scans?' Results

we collect packet traces on our server in order to_ . i ,
This section analyzes results from deploying the afore-

capture the TCP timestamps. Although the recur- ; ;
sive resolver's eventual reply is over UDP, the eX_mentloned technigues on the IPv4 and IPv6 Internet.

tra latency required to complete these lookups ma))-!ov_vever, we begin by concretely defining our notion of
be easily observed (e.g. even by external partiesPling “equivalence classes.
by queryingtxt.v4t.dnstest.icsi.berkeley.edu and
tx1|:t.v;1:.dnstest. . several times and comparing the re- 3 1 Sibling Equivalence Classes
sults.
Although limited to probing IPv6-capable resolvers To better understand sibling relationships, we conceptu-

that either directly accept requests or where we knowglize the associations as a bipartite graph. The set of dis-
covered IPv4 and IPv6 addresses (nodes) are connected
2We initially noticed a complication where a NAT forwarder tau by edges a_s our techniques discover assoc@pns. V\_/e de-
send an initial lookup to our server but, after receivingaME reply,  fine anequivalence clasthat encompasses siblings, i.e.
it queries instead a configured recursive resolver focig/E. We ob- IPv4 and IPv6 addresses connected in the graphm:et
serve that most such systems are not IPv6 capable, so we chaumged : e
query’s order from V4/V6/V4/V6 to V6/V4/\V6/V4 to prevent aAY n denote an equwale.nce class c_ontamlmngz} andn
IPv6 addresses. To illustrate, Figure 4 provides an ex-

from initiating the request directly, forcing it to contabe configured '
recursive resolver. ample with 5 IPv4 addresses, 7 IPv6 addresses, and 8




Table 1: Prevalence of 1-1 equivalence classes

Data Set Num % of | % of | % of

of eq cls | v4+ve pairs

IPV6 pairs that in 1-1 | in11

arel-1 | eqcls eqcls

Addresses 674,000 77% 34% 14%
Aggregate to

. , prefixes (before) | 238,000 67% 31% 18%
.9 o Aggregate to

) ) _ prefixes (after) 260,000 83% 55% 39%
Figure 4: Example equivalence classes, various ways 0f Restrict to

measuring 1-1 equivalences are given in Table 1. last week and

aggregate to

- ) .| prefixes (after) | 49,000 | 92% 83% 75%
address pairings (edges). The address pairs partition infoaggregate to

4 equivalence classes, two of which drd, one is2-1 AS's (after) 55,000 | 95% 92% 89%
and one id-4. 4 of the 12 addresses (33%) are in 1h& Example in Fig 4] 8 [50% | 33% | 25% |
equivalence class, while 2 of the 8 address pairs (25%)
arel-1. The canonical case of a simple dual-stack server

with a single routable IPv4 and IPv6 address represents Bending on whether prefix aggregation is performed be-
1-1sibling equivalence class. Though the converse neefPre or after forming equivalence classes. Table 1 shows
not hold as d.-1 relationship may also be the public fac- 1-1 equivalence class prevalence for the passive-DNS

ing portion of a more complicated architecture. data set, as well as for prefix aggregation before and af-
ter computing classes, and, for reference, the example of

Figure 4.

Perhaps counter intuitively, aggregating addresses to
We examine (v4, v6) DNS resolver address pairs as colprefixes before forming equivalence classes sometimes
lected by the Akamai network, using our passive techleads to classes that have more pairs. For example,
nique of§2.1, over a six month period from 17 Mar 2012 when aggregating a v4 address to its /24 prefix, there
to 13 Sep 2012. Akamai observes a significant crossmay be other v4 nameservers in that prefix which are
section of global DNS traffic in its role as a large CDN; in other equivalence classes, and some of the v6 name-
the dataset includes resolvers from over 213 countries [33€ervers associated with these other v4 nameservers are
and contains: 674,000 (v4, v6) pairs with 271,000 uniquen /64 prefixes different from those in the original equiv-
IPv4 and 282,000 unique IPv6 addresses. alence class, and this can continue, thereby creating a

It is well-known that DNS servers and resolvers expe-larger class. In contrast, if address-based equivalence
rience significant load, and that many approaches existlasses are subsequently aggregated to prefixes (the “af-
for balancing DNS query load [29, 2]. Thus, while we ter” case), then, by construction, the number of classes
expect many instances of 1-to-1 IPv4 to IPv6 mapping,réemains the same, but the number of pairs within a class
we also discover complex IPv4 and IPv6 interrelationcan only decrease.
among DNS resolvers and resolver clusters. Note: we do As shown in Table 1, 77% (93,832 of 122,610) of
not automatically presume that an equivalence class dhe per-address equivalence classeslate Since each
the DNS servers is an equipment sibling, as it is possiblequivalence class has equal weight when computing this
that the machines associated with the addresses that gpercentage, and since ndnt classes contain more than
grouped into in the equivalence class may not be cooptwo addresses and more than one address pair, percent-
erating in any sense, but rather that some of the recordeages for the latter two are lower. A significant percent-
addresses are from some intermediary boxes uncoordage of addresses and prefixes are in fighelasses. In
nated with the actual resolver, for example. particular, for the 553,126 addresses (sum of IPv4 and

Frequently, multiple addresses of a nbii- equiv-  IPv6), the percent of v4+v6 addresseslifl equiva-
alence class reside in a given network prefix (e.glence classes is only 34% (2 * 93,832 / 553,126). For
network/mask). We therefore examine aggregating the 673,784 address pairs, the percentage is only 14%
addresses by prefix, thereby forming network-specific93,832 / 673,784).
equivalence classes. Given that larger prefixes lead to When aggregated to prefixes (after) these percentages
greater simplification, but also increase the chance oincrease, but still only 39% of prefix pairs atel. Fig-
pooling together unrelated equipment, we chose a /24 foare 5 is a scatter plot, using the relative frequency for
IPv4 and a /64 for IPv6. We obtain different results de-color, of the per-address equivalence classes. We explore

3.2 Passive DNS Equipment Siblings
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3.3 Active DNS Siblings
potential causes for this broad rangenofn classes, as _ .
well as the significant reduction in complexity when ag- As the passive-DNS data set was collected over a six-

gregating to autonomous systems (ASes}4n month period, and contains large equivalence classes,
discussed in Section 4.3, we next turn to understanding

the results gathered over a much shorter time frame using
the active DNS measurement techniqug 2. We first
Auto-tunneled [8] addresses raise a natural questiofletermine the open resolvers in the passive-DNS data set,
whether the embedded IPv4 address (i.e. the 32 bits th&®r which we find 6,581 IPv4 and 2,658 IPv6. We probe
come after the 2002:”) matches the paired IPv4 ad- €ach of these open resolvers via active DNS measure-
dress from the discovery technique. Of pairs includingment 32 times on Sept 14, 2012, requesting resolution
a 6to4 address, the embedded IPv4 address equals tf@ our special domain which induces chains of lookups
paired address for 37% of the pairs, i.e. 63% do not. Th&cross IPv4 and IPv6 DNS glue. Thus, we obtain a data
weak matching between paired and embedded addres€t over a short period of time, about 2 hours, and for
is not surprising given that a network may have mul-Which the same set of nameservers is probed repeatedly.
tiple IPv4 addresses distinct from the embedded IPv4ach 4-tuple of v4/v6/v4/v6 yields either 1, 2, or 4 (v4,
gateway address. Of matching cases, 21% embed th&) address pairs, depending on whether the two v4's and
paired address twice: both after theot2:” and in the ~ two v6's are the same.
lowest order 32 bits. Of 92 pairs with Teredo IPv6 ad- We first consider the marginal benefit mjpeatedac-
dresses,2001:0000: : /32) only one has an embedded tive probing of the open resolvers. We examine those re-
IPv4 equal to the paired IPv4. Of the pairs where thesolvers for which the 4-tuple is obtained at least 20 times
IPv6 address is neither 6to4 nor Teredo, just 0.6% haveand then compute equivalence classes as obtained by dif-
an embedded IPv4 equal to the paired IPv4. Of theseferent amounts of probing. Figure 6 shows the percent
57% embed the IPv4 address in the lowest 32 bits. Foof addresses that are in equivalence classes of at least a
29%, the highest bit of the embedded IPv4 is at bit posi-given size, as a function of the number of probes. One
tion 96 and the rest are scattered across bit positions 48an view Figure 6 as the complementary distribution of
56, 64, and 104; and 11 pairs embed twice, at positionshe size of the equivalence classes. For example, in the
96 and 32. case of 32 probes, 15% of the addresses are in equiv-
We also observe an interesting human-centric conalence classes of size at least 15. Note that with the
vention in at least one major ISP’s DNS infrastructure.x-axis beginning at 3, one can infer the percent of ad-
Rather that encoding the IPv4 address directly in thedresses ii-1equivalence classes, e.g. the y-intercept of
IPv6 address, the network assigns the lower 64 bits 023% means that 77% of the addresses are in an equiva-
the IPv6 address so that the hexadecimal values rerence class of size 2. The curves that are higher up in the
der as the decimal equivalent of the IPv4 address, suchkigure indicate that, overall, the equivalence classes are
as 68.87.76.181 which has an IPv6 address of e.g. larger and more complex — the distribution has a heavier
2001:558:1014:f:68:87:76:181. tail. The lowest curve in the plot is of equivalence classes

3.2.1 |Pv4 addresswithin |Pv6 address
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Figure 7: Percent of v4 + v6 address/prefixes in equiva

lence classes of at least a given size, for open resolversigure 8: Cluster plot of AS’s in 51-20 equivalence class
probed 32 times on September 14, 2012

3.4 Active and Passive Validation

from those 4-tuples discovered as a result of just the firstMe examine the overlap between the nameserver pairs
probe to each of the nameservers. The next curve abovieund by the active and the passive techniques. Of ac-
that one is from those 4-tuples discovered after the firstively discovered address pairs, 75% of the pairs are
two probes, and likewise, for the first five, ten, twenty, fi- present within a single passively-discovered equivalence
nally all 32 probes. The Figure shows that with increasectlass (of any size). In other words, we verify that 75%
sampling, additional nameservers are discovered, and thef the active sibling pairs are constituents of an equiva-
equivalence classes overall become larger. lence class created via the passive technique. This over-
lap between two different methodologies for finding sib-
lings, given the large difference in data collection dura-
ion, helps validate correctness of the two techniques.

Looking at the AS’s of the nameservers in the set of
32 probes, we find that two play a significant role int
the complexity of the equivalence classes: AS 15169 : . .
(Google) and AS 6939 (Hurricane Electric). Figure 7 To put this value of 75% in perspective, we perform an

again examines the actively collected DN siblings, anOanalogous calculation using partitions of the active-DNS

shows the impact of excluding these AS's and/or aggregata set itself in order to understand the consistency of

gating to prefixes, or to AS's (after). The red (top) line th(=T result; over time. In particular, we 'consider siblings
is the same as in Figure 6. Removing the two AS's (theP?!'s received from open and forwar_dlng resol_vers that
green line) significantly reduces the complexity. If the O_bta'” at least twenty-five 4-tuples via the active tech-
addresses are then aggregated to prefixes, the resultirng.ue' F_°r. all sugh resolvers, we temporally d|y|de re-
equivalence classes of prefixes (the dark blue and purplg 'Ve‘?' S|bI|ng. pairs fr.om each Into bl_ns. The first bin

lines), as expected, are further simplified. Lastly, whencontains the first 10 §|bl|ng pairs recelv_ed from each re-
the addresses are aggregated to AS’s, the resulting equi§9lver' the second bin the next 10 pairs from each re-

alence classes of AS's (the light blue and dash-dot re&olver, and so on. Thus each bln_W|II have results from
lines), are simpler still. all of these resolvers, and there will be results from each

of the resolvers in each of the bins. We compare the ad-
When AS 15169 and 6939 are included, one of equiv-dress pair overlap between bins to determine the overall
alence classes of AS’s is significantly bigger than all thetemporal consistency of sibling result sets obtain via re-
others, and is of siz81-2Q Figure 8 shows the struc- peated probing. Hypothetically, if each open resolver re-
ture of this equivalence class. Note that AS 15169 playdurns the same 4-tuple as a result of each probe, then each
a dominant role - if just one resolver in an AS usesbin would contain the same set of pairs, and the overlap
Google’s public DNS for either v4 or v6, then that AS is 100%. For each of possible pairs of bins, we compute
becomes paired with 15169. Off from the center, towardshe percent of address pairs that are in common. We find
the lower right of the Figure, AS 6939, Hurricane Elec- an inter-bin consistency ranging from from 75% to 77%
tric [14], which provides 6in4 tunnels, plays a secondarywith a median value of 77%. Different partitions of the
role in linking together other AS’s. When these two AS’s multiple probes yield similar results, ranging from 65%
are excluded, this large equivalence class is no longeto 85% with median values in the mid 70’s. We are en-
present, yielding the dash-dot red line in Figure 7. couraged that, across the multiple active probes sent over
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a short time span, we obtaln_the same level of con5|_sF-,1:igure 9: Non-Siblings: Inferred clock skew to
tency as when we compare this set of recent probes wit . . ;
. . . : www.socialsecurity.gov via IPv4 and IPv6
the passive collection done over a six-month period.

It is important to note that while it is sometimes pos-

3.5 Web Server Machine Siblings s_ible to_infer sil_)lings on the basis of appli(_:ation layer

fingerprints, for instance the HTTP headers in our exper-
We evaluate our TCP-based clock skew machine-siblingment, this is not a reliable mechanism. Figure 9 presents
detection technique on the Alexa [4] top 100,000 web-one example in our dataset to highlight the advantage of
sites. For each Alexa website, we record the DNghd ~ using the clock skew fingerprinting method. We probe
any AAAA record on May 3, 2012. From the top 100,000 www.socialsecurity.gov and receive identical HTTP
sites, we find 1398~ 1.4%) with IPv6 DNS records headers via either IPv4 or IPv6 in response. However,
We then repeatedly probe each site via IPv4 and IPvéigure 9 suggests that the IPv4 and IPv6 addresses are
using HTTP by fetching the root HTML page. Probing not machine-siblings — further implying that these two
proceeds sequentially using the deterministic addressegddresses will not have correlated failures and will be-
no DNS lookups are performed during fetching. We con-have differently under attack than if they were addresses
servatively usa@ = 1.0 degree in applying the method of of the same machine.

§2.2. Among our inferred sibling and non-sibling popula-
Table 2 depicts the machine sibling inference of thetions, we examine the origin autonomous system (AS)
1398 Alexa sites advertising IPv4 and IPv6 records in theof the routed prefixes to which the addresses belong, as

DNS. We identify 839 siblings (60.0%), 356 non-siblings viewed from the public routeviews [24] BGP table. The
(25.5%), and 210 possible siblings (14.5%). origin AS of the corresponding IPv4 and IPv6 addresses
Two exceptions can cause our inference technique t8f @ website allow us to determine whether non-siblings
fail: the timestamps are not monotonic across TCP flowsare within the same network, if not the same host — and
or the TCP timestamp option may fail to be negotiated.better understand the impact of measurement studies that
A total of 195 sites (14.0%) did not negotiate timestampsare not mindful of siblings (e.g. those that simply pick
for at least one of the addresses. We learned via person@|Servers destination IPv4 and IPv6 addresses and mea-
communication with a website operator that the lack ofSure path or performance properties, ignoring that the ad-
timestamps in this one case is due to a front-end load badresses may be on different machines or networks).
ancing device; we surmise that similar middleboxes are Of the 1398 websites in the Alexa top 100,000 with
the cause of the remaining instances missing timestamp&V6 records, 246 (17.6%) have IPv4 and IPv6 addresses
in the TCP negotiation. When neither the IPv6 nor thethat reside in different ASes. 49 of 115 skew-based non-
IPv4 address support timestamps, we can only weaklyiblings (43%) are in different ASes, while 106 of 839
conclude that they are possible siblings. However, if oneSkew-based siblings (12.6%) are in different ASes. Many
address supports timestamps and the other does not, théy the non-siblings in different ASes are due to content
are positively non-siblings. distribution network (CDN) effects, where for instance,
Second, some TCPs, notably BSD-based [33], ranthe IPv4 version of the site is hosted by the CDN, while
domize the initial TCP timestamp values on a per-flowthe IPV6 version of the site is not. Manual investigation
basis. Again, when one of the two addresses presenf instances of siblings in different ASes reveals some
randomized values and the other does not, we infer that are different, but related to the same organization.

non-sibling relationship. Iq future work, we plan to use AS—tq-organization_ map-
pings [7] to better understand these instances of divergent
31Pv6 yield is slightly higher for Alexa top 10Ks 2%. ASes between IPv4 and IPv6.
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Figure 10: Relationship between equipment siblings andrigure 11: Relationship between equipment siblings and
machine siblings, as inferred by applying TCP times-size of the largest inferred machine sibling group within
tamp method on active DNS equivalence classes. the equipment equivalence classes.

3.6 DNSMachine Siblings , , _ .

We examine the relationship between the equipment
Finally, we note that the passively and actively collectedsiblings as inferred by active DNS probing versus ma-
DNS siblings may be, and often are, equipment siblingschine siblings. Figure 10 provides the cumulative frac-
—i.e. a group of machines operating to service DNS retion of DNS equivalence classes versus the number of
guests. Similarly, a single IPv4 or IPv6 address maymachine equivalence classes in the equipment class. We
represent the outward facing address for a larger groupbserve that nearly 60% of the DNS equivalence classes
of machines behind that address. To better differentiatere in fact machine siblings, i.e. all of the IPs within the
such cases, we seek to identify DM&chinesiblings,  equivalence class belong to the same machine as inferred
i.e. IPv4 and IPv6 addresses that exist on the same phy$y our timestamp method. Another 38% of the equiva-
ical machine, among the previously inferred equipmentience classes have at most two groups of equipment sib-
sibling equivalence classes. lings. Fewer than 1% of the actively collected siblings

We therefore tie the passive and active DNS data coleorrespond to 3 or more machine sibling groups.

lection with our TCP timestamp-based sibling inference

mechanism by inducing remote resolvers to initiate TGP Next, we examine the size of the machine sibling
echanism by Inducing remote resolvers 1o jnitiate groups within the active DNS equipment equivalence
connections via truncation as describe@2n3.

. . ) classes. Figure 11 shows the cumulative fraction of DNS
While actively probing DNS resolvers, we capture all g

TCP kets. We wish to determi hether th . equivalence classes versus the ratio of the largest inferre
packets. YWe wish to determin€ whether the equivy,, chine sibling group to the size of the original equip-
alence classes obtained from active probing can be r

. . . e Sment equivalence class. For example, in the aforemen-
duced t_o mach!ne siblings. To cull machine siblings, Wetioned equivalence class, the ratio i3®= 131/172.
determine the timestamp skew for each IP address within
an active DNS equivalence class. We compare the skew We see that for approximately 50% of the equipment
of an IP in question with all machine siblings of the ex- equivalence classes, the ratio is 1.0, indicating that the
isting equivalence class. An IP is added to the machin@duivalence class is covered by a single machine sibling
sibling group with the smallesf < 1.0, i.e. added to 9roup. Approximately 45% have a ratio of 0.5, meaning
the mostly closely matching sibling group. 8f>= 1.0, that the largest machine sibling group accounts for half
we create a new machine S|b||ng group with a Sing|e |P0f the total IPs within the equipment equivalence class.
This creation of machine sibling equivalence classes con-
tinues until all IPs of the equipment equivalence class
are clustered. We repeat for all equipment equivalence
classes. _ 4 Discussion

For example, the largest equivalence class from active
probing includes 172 IP addresses, 78 of which are IPV6.
Of these 172 IPs, we identify six different machine sib-In this Section, we discuss additional details and impli-
ling groups. The largest machine sibling group consistations of our methodology and results. In particular, we
of 131 IPs, while the second largest contains 6 IPs. 2@&xamine temporal effects, AS partitioning of IPv4 and
IPs have non-monotonic timestamps, while 1 IP did notlPv6 addresses, and root causes for the large equivalence
negotiate timestamps. classes we observe.
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4.1 Temporal Effects 70

full data set | =—
.. . N aggregateito preﬁ;es before
As address associations are collected over time, the ¢ 6o o gregate to prefixes (after) i++s+s: .
R < restrict to final week, aggregate to prefixes (after) =
equivalence classes change too. For example, supposes aggregate to AS's (after)

50 .

I, AN

the system reports associatiod'( v6'). If neither ad-
dresses is present in the existing equivalence classes, we
create a new equivalence class containing just this pair. If

ddresses/prefixe

only one of these addresses was observed previously, ang N\

existing equivalence class is increased. If both addresses“g 2 \

are previously known and are in the same equivalence g T \

class, then possibly a new edge is added to the graph. = *°[ ™" i

Lastly, if both addresses are previously known, but are in I S B T T
different equivalence classes, then the two prior equiva- 8 5 10 3 100 300 1000 3000 10000
lence classes are merged into one, with this new address number of va + v6 addressiprefixes/AS's in equiv. class

pair forming the joining edge. Figure 12: Percent of v4 + v6 address/prefixes in equiv-

If an address pair remains in a 1-1 class over a pealence classes of at least a given size
riod of time (six months for the passive dataset), then we
gain confidence that these candidate siblings are at least
equipment-siblings. Equipment-siblings also likely per- 2. Either IPv4 or IPv6 is behind a Network Address
tain to them-n equivalence classes that collapselta  Translation (NAT) device [34], in which case we ob-
when the addresses are aggregated (after) to prefixes serve multiple addresses of the non-translated protocol,
note the increase in percentage from 14% to 39% in Ta-and one or two from the other.
ble 1. 3. Carrier grade NAT [19].

Similarly, with the targeted fingerprinting technique,
a common clock skew may imply machine-siblings, al-
though with two physical interfaces on a single machine 5. Auto-tunneling such as 6to4 and Teredo [8].
that are separately assigned IPv4 and IPv6 addresses. Weg_ Hosts and devices that vary the lower order bits of
hope to refine our notion of equipment and machine sib-the |py6 address [28].
lings as we gain more insight into such relationships.

4. Middleboxes and load balancing, e.g. [2].

7. Public DNS services, e.g. [13].

42 ASsof DNSaddresspairs 8. Open, recursive nameservers [5].
_ ) _ 9. Address changes over time [36].

In contrast to the fingerprinted address pairs of Alexa ) ) .

(53.5), for which there is not an implied coupling, we 10. Mechanisms that subvert the multi-level hlerarchy,

might expect a stronger AS match between address pairSUCh @s manual or automated probes from different lo-

of the nameservers involving DNS resolution. However, €ations directed to specific nameservers.

of the resolver address pairs in the dataget?), exclud- 11. Shared caches. If NS records returned from the

ing those whose IPv6 address is 6to4 or Teredo, 31%first-level are saved in a shared cache (with TTL of 12

have addresses in distinct ASes, as opposed to 18% offiours for the present data set) and subsequently used by

the Alexa sites. If we also exclude those pairs whoseanother nameserver that sends a query over v6, then the

IPv6 address is in AS 6939, an IPv6 tunnel broker [14], second-level will discover multiple v6’s associated with

the percentage is still 25%. Manual checks on the morea single v4. A short TTL on the final A or AAAA record

popular pairs with different ASes reveal companies using (20 seconds in the data set) increases reuse of the cached

separate ASes for IPv4 and IPv6, or those likely having aNS record. Furthermore, after the NS TTL expires and

business relationship, where possibly the network equip-some other nameserver using the shared cache does the

ment is owned by one company, but one of addresses i$ookup at the first-level, then another v4 address could

registered with the other. The caveat§®5 again apply.  be added to the equivalence class. Considering subsets
of the six-month data set, e.g. the final week, the classes

43 LargeEquivalence Classes are simpler, though still complex.
There are a variety of potential reasons why address pairs Figuré 12 is analogous to Figure 7 except that it ana-
may form equivalence classes larger tHat lyzes the passive-DNS data set. Note the larger range on

the x-axis as compared with Figure 7. Figure 12 shows
1. Aninterface with more than one IPv4 and/or morethat although the aggregation to prefixes (after the com-
than one IPv6 address. putation of the equivalence classes), the dark-blue line,
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substantially reduces the size, still 20% of the prefixedookups in a single resolution operation and can also
are in equivalence classes of size 19 or more and 10%orce resolvers to utilize TCP; and iii) an active TCP
in equivalence classes of size 64 or more. When we rephysical device fingerprinting technique that more pre-
strict the data to the final week, and aggregate to preeisely identifies IPv4 and IPv6 addresses present on the
fixes, there is again a significant reduction, though it issame machine.
unclear how much is due to simply less data, and how We find significant complexity, as measured by large
much to removal of old associations that are no longerequivalence classes in both the active and passive data
active. When we aggregate the full data set to AS’s, thesets, between IPv4 and IPv6 associations. Much of
equivalence classes become rather small, except, as wesis complexity is attributable to large DNS resolver
the case the active-DNS measurement, for a single largelusters used by large providers. Further complicating
one, which here is of siz&12-200 Again, as before, the “clean” association of addresses are instances where op-
dominant AS’s are 15169 and 6939. erators employ shared caches, load balancing, NAT, car-
A strong trend in our investigation is that with addi- rier grade NAT, IPv6 address randomization, or mixtures
tional data collection, greater complexity appears. Thisthereof.
is indicated in Figure 6 where repeated lookups by the While we examine servers in-depth, the relationship
same set of open resolvers reveal new nameserver aletween IPv4 and IPv6 router addresses is an important
dresses, and the resulting equivalence classes becorirdrastructure component we plan to address in future
larger as the number of lookups goes from 1 to 32. Thiswork to better understand topological differences.
is also indicated in Table 1 and Figure 12 where the setof The primary implication of our work is an under-
prefixes seen in the final week is substantially less thamppreciated fact: that the IPv4 and IPv6 addresses of In-
over the sixth-months, and the equivalence classes aternet servers frequently belong to different interfaces,
substantially smaller (though for this longer time spanmachines, and even autonomous systems. We hope that
some of the address pairings may no longer be active)our results illuminate not only some of the underly-
The new nameservers that are seen are often, but not dhg complexity between IPv4 and IPv6 as deployed in
ways, within the same /24 or /64 as those previously obthe Internet today, but also properties to protect critical
served, as one would expect from a bank load balancephfrastructure and methodologies for conducting sound
nameservers. IPv4/IPv6 comparison measurements.
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