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Abstract

This thesis focuses on methods for condensing large dodsnren highly concise sum-
maries, achieving compression rates on par with human nerid@hile the need for such
summaries in the current age of information overload issasing, the desired compression
rate has thus far been beyond the reach of automatic sunatianzsystems.

The potency of our summarization methods is due to theiejpttd modelling of docu-
ment content in a probabilistic framework. We explore twoey of document representa-
tion that capture orthogonal aspects of text content. TherBpresents the semantic prop-
erties mentioned in a document in a hierarchical Bayesiatetd his method is used to
summarize thousands of consumer reviews by identifyingtbduct properties mentioned
by multiple reviewers. The second representation captlisesurse properties, modelling
the connections between different segments of a documdis. discriminatively trained
model is employed to generate tables of contents for boodk$emture transcripts.

The summarization methods presented here have been imateganto large-scale
practical systems that help users effectively accessnrdtion online.
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Chapter 1

Introduction

“To get the right word in the right place is a rare achievemem condense the
diffused light of a page of thought into the luminous flash sihgle sentence,
is worthy to rank as a prize composition just by itself... Bogy can have
ideas — the difficulty is to express them without squandeaingire of paper

on an idea that ought to be reduced to one glittering para@rap
— Mark Twain

While few may match Twain’s eloquence, people are routiable to present complex
information as very concise summaries. We encounter piatly useful examples of such
synopses on a daily basis: news headlines and summariks tdlzontents, and book ex-
tracts among many others. An impressive characteristicedd summaries is their length
compared to the original material — for example, a typichldaf contents might be less
than1/100™ the size in words of the book in question. This brevity is keynaking such
summaries helpful to users, especially given the presaytgilt of information. Today,
all of these synopses are created by people. However, suchaineompilation becomes
impractical with the advent of electronic publication, atstaccessibility to an ever grow-
ing authorship. Human summarizers simply would not be ablketp up with the sheer
volume of new material and the rate at which it is produced.

The problem of automatic summarization has eluded artifictalligence researchers

since the 1950’s [24]. In the last decade, language techggdias matured significantly and
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a number of practical systems have been developed [13, 2828], mostly in the domain
of news summarization. By selectively extracting senteraeclauses from a document,
these methods produce summaries that are around 10% thb Erite original text. In
other words, the systems are able to achieve a comprestearf G0%. Despite these initial
successes, high-compression rate summarization on pamhwihan abilities is still well
beyond the reach of existing automatic systems. The relgtcoarse units of extraction,
combined with the noise inherent in the selection critgri@vent these algorithms from
scaling to new applications.

Extraction at the level of sentences, and the noise inhéresaiection

In this thesis, we investigate statistical models for higmpression rate summarizers.
These methods are particularly effective for processimg ldocuments, such as books
and large collections of documents. We are interested iregicly compression rates in
the region of 1% to 0.1%, which are currently beyond the rezfcautomatic methods.
Developing this new class of text-processing algorithngsiimes some significant changes

to summarization technology:

e Moving from extraction towards abstraction Human editors rarely create sum-
maries by simply extracting sentences from the originaudoent. On the contrary,
by abstracting the information and rewriting it concisehgy are able to condense
the essential content of a long document into a few sentefitesinability of current
domain-independent methods to perform such abstracti@keéy hurdle to improv-
ing their compression rates. We wish to overcome this litiiteby developing sum-
marization methods that are capable of abstraction by rngdhe relationships

between a document’s semantic content and lexical re@mizat

e Collective content selectionVhen summarizing a large document using only a few
phrases, one needs to ensure that the summary addresdes ladlyttopics in the
text. This requires that the information content for the mary be identified in
a coordinated fashion — to avoid duplicating or omitting kepics. Nevertheless,
most existing approaches make decisions about each unfioofmation in isolation,

suffering the consequent loss of summary quality. Theesf@w algorithms are

18



required that are able to make concerted global decisioidemifying the summary

content.

e Training in the presence of incomplete training dataSupervised summarization
methods are most often trained using large, manually atettarpora. Each sen-
tence of a document in such a corpus would be marked to iredit@tshould be
part of the summary or not. Creating the consistent and highlity annotations
required by these methods is very time-consuming — even Wiedocuments are
short. In the case of long documents and large documenttolhs, acquiring such
professional annotation becomes prohibitively expensiveus, we are interested
in developing methods that are able to leverage freely a@bigilpartial annotations

created by lay users for other purposes.

The potency of the summarization methods developed in ligisis is due to their in-
depth modelling of document content. We explore in paréiciivo types of document
representation which capture orthogonal aspects of texeob

The first method operates on collections of documents tlegpartially annotated with
free-form phrases indicative of the semantic content oftéixé Three different but syn-
ergistic connections are present in such documents. Bitheiobvious link between the
lexical realization of the text and its underlying semacbatent. Second is the connec-
tion between the content of the text and the free-text atioo& Due to the inconsistent
and partial nature of the annotations, this relationshgoimewhat tenuous. The final link
is between the different paraphrases used to indicate the saderlying property in the
free-text annotations of all the documents. By modellingsthrelationships in an inte-
grated fashion, our method is able to make good use of thegistent and incomplete
annotations and achieve significant results in practicpliegtions.

The second method is applied to the problem of summarizing ldocuments into
tables of contents. A title in a hierarchical table of cot¢éendicates the material presented
in the corresponding section. Equally important, the tligerentiates the section from
its neighbours while linking it to its parent chapter. Theskationships are crucial to this

summarization task, and our method draws its strength frephicitly modelling them,
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thereby retaining key topics of the text and avoiding redmay. As a consequence of
modelling these global relationships, the space of passbmmaries the model has to
explore becomes exponentially large. Traversing this espedvely in search of the best
summary is intractable. Our method overcomes this problemdsementally constructing
its output in a manner that explores only the promising pafrtee search space.

Beyond theoretical interest, these algorithms have betegrated into practical sys-
tems accessible to the general public over the internet. oth bases, the methods are
used to help users access the large amounts of informatalable on those systems in
a smart manner. The first method is applied to process a laltgciton of on-line con-
sumer reviews of products and services. The system geaeratancise list of a product’s
properties mentioned by users in the reviews. By reprasgatproduct using short phrases
indicating its properties, the system allows readers togammproducts and make decisions
without having to read through numerous reviews. A screetnstthis system is shown in
figure 1-1. The second algorithm is incorporated into the Mdiiline lecture browser. This
website allows users to access video and text transcriptbectures in an interactive
manner. Our model summarizes the transcriptions into satfleontents — allowing users
to navigate through and quickly access the material. Figjt2eshows two sections of the

table of contents generated by our system for an undergatixdbook.

1.1 Summarizing Collections of Documents

Ouir first algorithm addresses the problem of summarizingli@atmn of documents by

a list of semantic properties mentioned in the documents. ekample, we may want
to summarize multiple consumer reviews of a single produoict & list of the product’s

properties mentioned by the authors. We are interestedameatically learning to produce
such summaries based on partial free-text annotationsga@vor other purposes by the
documents’ authors.

To do so, we have to overcome two significant challenges tlfimuthors often use
different wording to express the same content - thus marhyediee-text annotations would

be paraphrasings of each other. This is one of the relatipsstithin the document that
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Figure 1-1: Screenshot of the review browser system ingatpm our method for sum-
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half a million consumer reviews on 50,000 different proguct
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Figure 1-2: Sections of the table of contents generated Ibyrmihod for the textbook
Introduction to Algorithms
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we wish to explicitly model in our algorithm. However, sintteese annotations are often
multi-word phrases, existing method of identifying synorsyare inadequate for the task.
Secondly, and equally problematic, authors often mentiproperty either only in the text
or in the annotations but not in both. Thus for example, waoadirectly use these phrases
as label annotations to train a supervised classificatigorglhm. Any effective approach
for this task will have to be able to work with these incomelahd noisy annotations.

Our approach to the task of predicting the properties maation documents directly
addresses both of these challenges. We handle the noisyeoniplete labels by mod-
elling the task in a Bayesian generative framework with iexpstructures to account for
the label noise. In addition, we use the distributional agdcial properties of the free-
text annotations to compute a semantic clustering over tidns allows us to effectively
replace multiple free-text annotations with a single seimaannotation, thus practically
reducing annotation noise. Furthermore, the content ofdttuments associated with
the annotation phrases gives us additional informatioutti@ similarity between these
phrases. We capture all of these relationships within aeiggnerative model, allowing
clustering and prediction tasks to positively influenceheather. As evidenced by the

results, this is an effective strategy.

1.2 Summarizing Long Documents

A table of contents is a particularly useful type of summamyldbng documents, helping
readers to effectively access and navigate through largaiats of content. Our second
model addresses the problem of generating a table of centtent long text document
where a hierarchical structure of chapters and sectiorieeigdy available. While this may
seem restrictive, conversion of documents in other formagach as voice recordings of
lectures — to text and hierarchical segmentation can be dsing existing methods from
the literature.

Specifically, given a document containing hierarchicallystured segments, we wish
to generate a tree of titles where each title is the summaaycofresponding text segment.

As mentioned before, the titles are strongly interrelatehite they need to clearly differ-
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entiate their text segment from the rest of the documergstdf large chapters need to be
more generic than those of smaller sections. This introslacew significant challenges
to the task. Firstly, the whole tree of titles needs to be geed in a coordinated fashion
while considering the global relationships between titl&ékis leads to the second chal-
lenge — the global relationships makes the search spacerwhaties exponentially large,
requiring new methods for tractable learning and inference

We overcome these challenges with a hierarchical discativie@ approach which is
able to model a range of lexical and positional features@tittes, local constraints within
sections, and global dependencies across the titles indbe This allows the model to
produce coherent tables of contents composed of titlesdieahguish each section from
the rest of the text. We address the problem of tractabiltgdécomposing the model into
two components, one for the local dependencies, and onkd@ldbal. These nonetheless
function in a joint fashion, with the global component whadnstructs the table of contents
operating on lists of candidate titles produced by the looahponent. In addition, both
titles and tables of contents are generated in an incretmaataner, thus further improving

tractability of the algorithm by considering only promigiparts of the search space.

1.3 Contributions

The key contributions of this work are three-fold. From agoaithmic standpoint, we
introduce novel methods for tractable global inferencethertasks of summarizing long
documents and large collections of documents. These #igwidirectly address the chal-
lenges inherent to the tasks.

Furthermore, by applying our methods to real world datasete first case, we em-
pirically show the feasibility of using free-text annotatiof documents as a supervision
signal for the task of property prediction, opening up thegilility of further applications
for such annotations. In the case of generating tables deots) our results confirm the
advantages of joining modelling the local and global infeetasks, and the benefits of
global constraints to summary coherence and relevance.

Finally, both methods have been incorporated into prdctigstems accessible through
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the internet enabling novel ways of accessing large catliestof information for a wide

variety of users.

1.4 Thesis Overview

The remainder of the thesis is organized as follows: In the ceapter we discuss related
work in the areas of Summarization, Property Predictionl, Bable of Contents Genera-
tion. In chapter 3 we provide formal descriptions of mukiphodels for learning using
free-text annotations to summarize large collections audwents, and we give empiri-
cal results showing the practical value of the algorithms.chapter 4 we describe our
method of summarizing long documents into tables of costemtd provide empirical re-
sults. Chapter 5 concludes with the main ideas and coniitsiDf this work, along with

potential directions for future research.
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Chapter 2

Related Work

Our work focuses on the conversion of long documents aneéaadins of documents into
succinct and structured synopses. The two specific taskeakealt require very different
types of summaries — in the first, we summarize a collectiadoctiments into a single list
of semantic properties, and in the second, long documents asibooks or lecture tran-
scripts are condensed into tables of contents. While thenyidg theme is of structured
summarization, the two require fundamentally differergraches, and derive from differ-
ent streams of related work. In the following sections wecdbs the prior work relevant

to these two tasks.

2.1 Predicting Document Properties

Traditionally, the task of identifying the properties optos mentioned in a document has
been cast as an extraction or classification problem. Thaakte methods [20, 26] use
machine learning approaches or hand crafted rules to fgesggments of text indicative
of the document’s topics. Classification methods such apfftlis on identifying the
sentences of a review which are indicative of the pros and obtine product. Both of these
approaches treat the extracted properties simply as seégwietext and do not attempt to
identify the semantic relationships between them.

There has also been work on applying Bayesian graphical imooldearn the topics

present in a document. Methods such as LDA [5] and CTM [3] @as® each word in a
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document with one of a predefined number of latent topicss& bapics maybe considered
as proxies to the semantic properties mentioned in the decunmHowever, since these
models are unsupervised, they afford no method of linkireylgttent topics to external

observed representations of the properties of interest.

Recent work [4, 30] has extended the latent topic framewonnodel a document’s
labels or numerical rankings jointly with its words. Thisoals these methods to use the
topic modelling framework for label prediction and aspextking tasks.

Our work extends the latent topic framework to jointly modelcument words and
a structure on the document labels. This allows us to compwemantic clustering of
free-text annotations associated with the documents. ®lardent topics jointly learnt
by the model are linked to these clusters. The clusters thlwessare representative of the
underlying semantic property. Thus in contrast to the nathnentioned above, our model

is able to predict the semantic properties explicitly orlicipy mentioned in a document

In this chapter, we present background on the methods nmextiabove.

2.1.1 Extractive Methods

In this section we present two different approaches to eftirga product’s properties from
consumer reviews. The first by Hu and Liu [20] also attempidéatify the semantic po-
larity of review sentences, while the second, OPINE [2@grapts to find opinion phrases
about a product’s properties and to identify the polarityhaf phrases.

Hu and Liu [20] propose a method for the task of summarizimigkes by extracting
product properties and identifying if the reviewer’s opimiabout the properties were posi-
tive or negative. The method first extracts the set of progragperties from the reviews by
finding high frequency nouns and noun phrases uasgpciation mining Noun phrases
that are not likely to be product properties are then remolremighcompactness pruning
andredundancy pruningThese two steps result in the set of properties which théoadet
uses for producing the summaries. Then, all review sensetmetaining one or more of
the product properties are identified, and any adjectivas these sentences are extracted

asopinion words A set of 30 hand annotated seed adjectives and WordNetemeited to
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identify the polarity of the opinion words - i.e. whether tdjective has a positive or nega-
tive connotation. Finally, given an unseen review, a sumrisaproduced by extracting all
property phrases present verbatim in the document. Theifyafthe sentence expressing
the property is then identified as the dominant polarity of adjectives present. In case
of ties, the polarity of the adjective modifying the progenioun or phrase is used. The
number of sentences found of each polarity are given as aratad of the opinions about
each property.

This method was tested on consumer reviews collected fromzdmcom and Cnet.com
for five different products. The authors evaluated propextyaction, opinion sentence ex-
traction and sentence polarity identification against nadlyannotations. The property
extraction results are compared against those of the pybh@ilable term extraction and
indexing system FASTR, showing better recall and precision on all five products.

Popescu and Etzioni’'s OPINE [26] is a three step extractivegss of identifying prod-
uct properties, identifying opinions regarding the prajest and finally finding the polar-
ity of the opinions. Their method first extracts frequent mganrases from the review
documents. Théoint-wise Mutual Informatiorietween each phrase and automatically
constructedmeronymy discriminatorgs computed using web search engine hit counts.
Meronymy discriminators are phrases such as “phone hagdbas the type of product.
A product’s properties are distinguished from its partsigaMordNet and morphological
cues. In the second step, potential opinion phrases aréfiddrby applying a set of ten
hand crafted extraction rules on the syntactic dependemeeduced from the document
by the MINIPAR parser. The phrases whose head word has ayeositnegative semantic
orientation are retained as actual opinion phrases. Thieadetses relaxation labelling to
identify the semantic orientation of words.

In the two tasks of extracting opinion phrases and idemtgythe polarity of opinion
words, OPINE was shown to have better precision and recathapared to Hu and Liu’s
system. Against PMI [32], it has better precision at the @dsecall. In opinion phrase
polarity identification, OPINE has better precision and seorecall compared to both the

other methods.

Ihttp://www.limsi.fr/Individu/jacquemi/FASTR
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In contrast to our approach, the above two extractive metloel only able to identify
product properties explicitly mentioned using noun phsasehe document. Furthermore,
unlike in our method, each extracted noun phrase is dedit witsolation - no attempt
is made to identify different phrases that allude to the sanderlying product property.
However, the output produced by either of these algorithemnshe used as training data for

our model.

2.1.2 Classification

Kim and Hovy focus on the problem of identifying sentencestaming opinions about a
product’s properties and the reasons for those opinioms &oeview. They use consumer
reviews containing pros and cons phrases in addition togkiedescription as training
data. As a first step, their method checks each sentence neutssv for the presence of
the pros and cons phrases it was associated with. Sentemeckballed as “pro”, “con”
or “neither” on this basis. This labelled data is then usettam two maximum entropy
binary classifiers - the first to identify sentences contgjropinions, and the second to
differentiate such sentences as “pro” or “con”. Unigramgrdms and trigrams, sentence
position features, and pre-selected opinion-bearing svard provided to the classifiers as
features. Opinion bearing words are selected using WordiNet by analysing opinion
pieces such as letters and editorials, and factual repocts @s news and events from a

large news corpus.

The method was tested on data collected from two websitesidfig.com and Com-
plaints.com. On both the tasks of identifying opinion sants and differentiating pros
and cons sentences, the approach is shown to have bettea@ccompared to a majority

baseline.

In common with the extractive approaches, this method at&s ehot attempt to iden-
tify paraphrases of product properties. In addition, with focus of finding the reasons
for opinions, the method extracts complete sentences anflistothe properties we are

interested in.

28



2.1.3 Bayesian Topic Modelling
Latent Dirichlet Allocation

One of the recent Bayesian approaches to modelling docsirebhatent Dirichlet Alloca-
tion (LDA) [5] by Blei et al. Their method is based on the idkatteach word in a document
belongs to one of severapics- i.e. that each document is generated from a mixture of
topics. The proportions of the topics for each document arssidered to be distributed
as a latent Dirichlet random variable. Since the words ase@ated with topics, each
topic also has a distinct distribution over the words. Byreating the word distributions
for each topic, and the topic distributions for each docuntte model reduces the docu-
ments to a low dimensional representation over topics.reigel shows the details of this
model. The parameters of LDA are intractable to compute imega, but can be estimated
using a variety of approximate inference methods includitagkov chain Monte Carlo,
Laplace approximation and variational approximation.i Bteal. derive a convexity-based
variational inference method in their work.

By training the model on 16,000 documents from the TREC ABu®{17], the authors
qualitatively show that the word distributions seem to aapsome of the underlying topics
of the documents. LDA was also shown to perform better (ias lbwer perplexity) than
comparable latent variable models such as pLSI [19] on tas&ls as document modelling
and collaborative filtering. The authors also test an SVMdiféer trained on the lower
dimensional representation produced by LDA against theesdassifier trained on the full
document on a binary document classification task. The atialhs show that the classifier
trained on LDA's output performs better in almost all caseh little loss of accuracy in

the rest.

Correlated Topic Models

One of the shortcomings of topic modelling as discussed almthat the topics are as-
sumed to be independent of each other. This is obviouslynetih general - for example,
a single review of a restaurant is highly unlikely imply thhe food is both good and

bad. Or more subtly, a restaurant with bad staff is unlikeljhéve good service. Given

29



@O -O-@ O m
5
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¢q ~ Dirichlet(¢,)

Ny — Number of words in documenmt

¢o — Dirichlet prior on topic moded Zn.a ~ Multinomial(¢,)
¢ — document word topic model o

z — word topic assignment 0. ~ Dirichlet(6,)

@ — language models of each topic wy.q ~ Multinomial(6,)

w — document words

Figure 2-1: Plate diagram and sampling equations for thertabirichlet Allocation
model.

that the link between topics can potentially be very strdegrning these correlations can
potentially be beneficial - resulting in better topic model$he Correlated Topic Model
(CTM) [3] of Blei et al. extends LDA based on this intuitiom LDA, the assumption of
topic independence is made in modelling the proportionepits as being drawn from a
Dirichlet distribution. CTM replaces the Dirichlet by a isgjc normal distribution whose
covariance matrix models the correlation between the sopMhile the logistic normal in-
creases the expressivity of the model and allows it to Idagrcorrelation between topics,
it has the significant disadvantage of not being conjugateaanultinomial distribution -
thus complicating inference. Blei et al. describe a fastati@mnal inference algorithm for
approximate inference which overcomes this problem.

The authors compare CTM against LDA by computing the log abdliies of the re-
sulting models on held-out data. A better model would asaifpgher probability to the
unseen documents. Testing with ten-fold cross validatiom @ollection of 1,452 docu-
ments from the JSTORon-line archive, CTM was shown to achieve higher log-praliigib
on held-out documents compared to LDA.

Both LDA and CTM described above focus only on modelling tloedg of a document
as generated from a mixture of topics. While they are ableettuce a document to a

low dimensional representation over these topics, thecsoffiemselves in these models

2www.jstor.org
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w  — document words wy,q ~ Multinomial(6,)

Figure 2-2: Plate diagram and sampling equations for theezied Topic model.

are abstract, being defined simply by distributions overdsorNeither of the models is
designed to learn an association between the topics andfettares of a document such
as the product properties mentioned in it. As such, they aadinectly be applied to our

task.

Supervised Topic Model

Supervised latent Dirichlet allocation (SLDA) [4], a sttittal model of labelled documents,
is an attempt at overcoming the above limitations of LDA aridMC The goal here is to
infer latent topics that are predictive of the requiresponseln general, the response may
be a label or numerical ranking associated with the document

SLDA models the words of a document in the same manner as Libaddlition, when
the response associated with the documents is an uncorwstnagal value, sSLDA models
this response as being drawn from a normal linear model. Byvalg the response to
be drawn from ageneralized linear moddR5] the method is also shown to be capable
of handling other types of responses such as positive réaévaordered or unordered
labels and non-negative integers. Blei and McAuliffe disra variational expectation-
maximization procedure for approximate maximum-likebdaestimation of the model's
parameters.

sLDA was tested on two tasks. The first is to identify the raglgiven to a movie by a

review author in terms of the number of stars. The secondsaskpredict web page popu-
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larity on Digg.com in terms of the number of “diggs” a pagesgedm users. In both tasks,
sLDA was shown to be better than applying linear regressiothe topics identified in a
document by unsupervised LDA. sLDA was also compared agkaissoa L,-regularized

least-squares regression method and shown to produce at@deprovements.

()l 2 ()
) - @ y
¢q ~ Dirichlet(¢y)

./@ 6, ~ Dirichlet(6,)
‘ Zn.a ~ Multinomial(¢,)

wy,q ~ Multinomial(6.,)

¢o — Dirichlet prior on topic modep

¢ — document word topic model Yq ~ N(nTEd, 02)
z — word topic assignment 1

# - language models of each topic 2= Z Znd

w — document words
yq — document response variable

Figure 2-3: Plate diagram and sampling equations for the®iged Latent Dirichlet Al-
location model for an unconstrained real-valued response.

sLDA extends the topic modelling framework to include the@ations associated
with a document. While similar in this respect, our work istaiguished in modelling a
structure over the annotations in addition to the annatattbemselves. This allows our
model to cluster free-text annotations into semantic elssthereby learning document

topics representative of these classes.

Multi-Aspect Sentiment Model

In the Multi-Aspect Sentiment model [29] (MAS), Titov and Monald focus on the task
of identifying textual mentions in a document that are ratéuvo a rateable aspect. MAS,
shown in figure 2-4 is a joint statistical model of sentimeatings and document text,
and is an extension of the Multi-Grain LDA (MG-LDA) model [B8s with MG-LDA,
MAS models the words of a document as being generated erttrard mixture of topics

global to the given document, or from a mixture of topics Idoathe neighbourhood of
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the word. Titov and McDonald define this neighbourhood asdingl window covering

T adjacent sentences in the document, and thus a single wordengenerated by one

of many windows. The sentiment ratings associated with tieichent are modelled as

being drawn from a log-linear distribution parameterizgdh® document words, the word

topics, and the topic distribution (local or global) fromiainthe words were drawn.

v — Sliding window defining a word’s
neighbourhood

1) — categorical distribution over windows

#9" — topic model global to document

$loc — topic model local to window

r - random variable identifying'oc or ¢!
as source of word

m — distribution over

w — document words

z — word topic assignment

# - language models of each topic

Yo — Overall sentiment rating of document
(not directly modelled)

yq — individual aspect ratings associated
with document]

1bq ~ Dirichlet(v)

Va0 ~ Categorical)y)

Ta ~ Beta(m)

Taw ~ Bernoulli(mg,)
e ~ Dirichlet(¢}*)
¢! ~ Dirichlet(¢¢")

Multinomial( ")
Z o~
Multinomial(¢} )

if r =gl

if r = loc
0,.. ~ Dirichlet(,)
w ~ Multinomial(é,...)

y~Plylwr,z)

where P(y | w,r,z) is a log-
linear distribution over, depen-
dent of features derived from the
words, their topics, and the dis-
tributions from which the topics
were drawn.

Figure 2-4: Plate diagram and sampling equations for theiMslpect Sentiment model.

The authors use Gibbs sampling to estimate the paramettrs MG-LDA part of the

model, and stochastic gradient ascent for the parametehe dbg-linear distribution on

the sentiment ratings. Testing on 10,000 reviews downlddiden the TripAdvisor.com

website, MAS is shown to infer topics corresponding to thpeats of the sentiment ratings.

The model is also able to accurately identify the text fragte®f the documents relevant
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to a given aspect.

MAS uses the estimated topic distributions associated tvélaspect ratings to extract
text segments in documents that are relevant to a given taspetike our model, MAS
does not attempt to learn the semantic relationships bettese phrases. However, as
with the extractive methods mentioned earlier, the phrakatified by MAS can be used

as training information for our model.

2.2 Summarizing Documents into Tables of Contents

While a variety of approaches have been developed for tertrerization, much of this
work has been on processing short documents such as neslssartihese methods use ap-
proaches such as shortening individual sentences [22hs8dch are unable to achieve the
high compression rates required for the long documentsithatish to summarize. Longer
documents have typically been handled using highly dompétific methods [13, 28],
where strong assumptions could be made regarding the wteuct the input. Alterna-
tively, approaches such as [6, 1] take advantage of the &bpicture of a text to produce
representative summaries while processing long documents

In this section we briefly describe the methods mentionedabo

2.2.1 Sentence Compression

Knight and Marcu [22] consider two different approacheshi® summarization of single
sentences asentence compressiorthe first approach using a probabilistic noisy-channel
model, and the second using a decision based deterministielmIn the noisy channel
framework, the long sentence to be compressed is consitieteave been produced by
the addition of noise to a short sentence. The method opeoatehe parse trees of the
sentences in question rather than directly on the text, #rchpts to find the most likely
short sentence based on probabilities defined over the praeseand over operations on
the parse trees. In the second approach, the authors udeafsiaroperations to “rewrite”
the long sentence into a short one. Based on a set of traimiing @f long and summary

sentences, a decision tree is learnt for rewriting a givertesee.
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While both these methods were shown to be successful, thersencompression ap-

proach is unable to achieve the high compression ratesresbjiair our task.

2.2.2 Summarizing Long Documents

Elhadad and McKeown [13] describe a method for summariziegdioal journal articles
into a single short document containing information refévi@ a given patient. Their
method involves multiple domain and corpus specific stepsravihandcrafted rules or
templates are used to identify relevant sentences and tacéxhformation from them.
This information is then used to generate a summary afterifilj based on the patient’s
details.

In a similar vein, Teufel and Moens [28] make use of rhetdstaicture specific to sci-
entific articles to achieve high compression rates. Theaastinain a naive Bayes classifier
using documents annotated with a set of predefined rhetoategories and with sentence
salience information. In addition to standard lexical andifjonal features, the classifier
is also provided with information specific to scientific aeldis such as the presence of ci-
tations. Once trained, the classifier is used to identifyteezes to be extracted for the
summary.

While they are able to handle long documents, both of theslads are highly domain

specific, and in the first case corpus specific - severelyicgnaty their general applicability.

2.2.3 Using Document Structure for Higher Compression Rate

Summarization by stitching together text fragments exé@érom a long document as in
the methods above can result in problems such as loss ofardegrloss of readability,
and thematic under-representation [6]. Boguraev and Ne&fhgpt to address some of
these issues using discourse segmentation informatioaddition to lexical features for
sentence salience, information from an automatic topegheentation algorithm and hand
crafted rules are used to encourage the summary to be rapatige of all topics in a long
document. The authors empirically show that adding segatientinformation improves

summary quality under certain conditions such as high cesgion rates.
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Also making use of document structure, Angheluta et al. Eg a layered topic seg-
mentation method and term extraction to summarize a docuimgna structured table of
contents. The authors use language specific heuristiceidifiy the main topic word or
word group of each sentence. The distribution of these tigpios across the document’s
segments is used to locate it in a hierarchical structutes ¢gienerating a table of contents.

While these methods, like our approach, make use of the deatsrstructure, they
select the summary term for each section of the documenblatisn. In contrast, our
algorithm is able to leverage the relationships betweesuhamary items to enforce global

constraints, thus reducing redundancy.

2.2.4 Title Generation

The task of generating titles for individual documents heensextensive study. Banko et
al. [2] view the task as analogous to statistical machinestedion, and propose a model
that jointly performs content selection and surface resln.

Taking an alternative approach, Dorr et al. [12] generatadlwes for news articles
by condensing the first sentence of the text. The use of theskrstence is based on
the observation that it contains most of the words of theclatt original headline. The
sentence is trimmed by identifying and removing constitsidrom its parse tree using
linguistically motivated heuristics.

Both of these methods are shown by their authors to be eféefdr generating head-
lines for newspaper reports. Besides being specific to nepats, these approaches focus
on separately generating a single title for each individgutitle. Therefore, they do not
need to contend with the issues unique to our task: the ki@l generation of multiple

titles, and the global relationships between those titles.

2.3 Summary

Prior work on predicting the properties or topics mentiomeal document have focused on
either extracting text segments from the documents, omesised classification methods.

The classification methods are based on features comptited ever the text, or over some
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lower dimensional representation of the text such as tlatymed by latent topic models.
All of these methods however treat the properties as inddgrdriabels or phrases. While
our method also learns from phrase annotations associdtethe documents, in contrast
to the other approaches, it automatically learns a straatver the phrases - clustering
them into semantically similar classes. By learning thisstdring jointly with the prop-
erty prediction task, our model leverages both sourcesfofnmation showing improved

performance on both tasks. In the following chapter we dischis joint model in detail.
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Chapter 3

Summarizing Reviews

3.1 Introduction

A central problem in language understanding is transfogmaw text into structured rep-
resentations. Learning-based approaches have dranaiticatased the scope and robust-
ness of automatic language processing, but they are tiypapendent on large expert-
annotated datasets, which are costly to produce. In thiptehave show how novice-
generated free-text annotations available online can \mrdged to automatically infer
document-level semantic properties.

More concretely, we are interested in determining propseiif consumer products and
services from reviews. Often, such reviews are annotatdukeyphrasdists of pros and
cons. We would like to use these keyphrase lists as traimibgl$, so that the properties
of unannotated reviews can be predicted. However, noveceigited keyphrases lack con-
sistency: the same underlying property may be expresseq mays, e.g, “reasonably
priced” and “a great bargain.” To take advantage of suchyrlaisels, a system must both
uncover their hidderlusteringinto properties, and learn to predict these properties from
review text.

This paper presents a model that attacks both problemstsineausly. We assume
that both the review text and the selection of keyphrasegaverned by the underlying
hidden properties of the review. Each property indexes guage model, thus allowing

reviews that incorporate the same property to share sirfeltures. In addition, each
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pros/cons:great nutritional value pros/cons:a bit pricey, healthy

... iIs an awesome place to go if you are health
conscious. They have some really great lpw
calorie dishes and they publish the calorjes
and fat grams per serving.

... combines it all: an amazing produquick
and friendly servicecleanliness, great nutr
tion ...

Figure 3-1: Excerpts from online restaurant reviews withsprons phrase lists. Both
reviews discuss healthiness, but use different keyphrases

observed keyphrase is associated with a property; keyphtast are associated with the
same property should have similar distributional and serfeatures.

We link these two ideas in a joint hierarchical Bayesian nhodeyphrases are clus-
tered based on their distributional and orthographic piitgse and a hidden topic model is
applied to the review text. Crucially, the keyphrase clisséand hidden document topics are
linked, and inference is performed jointly. This increaesrobustness of the keyphrase
clustering, and ensures that the inferred hidden topicsnalieative of salient semantic
properties.

Our method is applied to a collection of reviews in two distioategories: restaurants
and cell phones. During training, lists of keyphrases atkigted as part of the reviews by
the review authors. We then evaluate the ability of our meéal@lredict review properties
when the keyphrase list is hidden. Across a variety of ev&lnacenarios, our algorithm

consistently outperforms alternative strategies by a widegin.
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3.2 The Method

3.2.1 Problem Formulation

We formulate our problem as follows. We assume a dataset @saajpof documents with
associated keyphrases. Each document may be marked witiplmlkyphrases that ex-
press semantic properties. Across the entire collectewgral keyphrases may express the
same property. The keyphrases are also incomplete — regigsvdften express properties
that are not mentioned in their keyphrases. At training fiow model has access to both
text and keyphrases; at test time, the goal is to predictiwbrioperties a previously unseen

document supports, and by extension, which keyphraseppheable to it.

3.2.2 Document Property Model

Our approach leverages both keyphrase clustering andodistnal analysis of the text in
a joint, hierarchical Bayesian model. Keyphrases are difasm a set of clusters; words
in the documents are drawn from language models indexed By @f $opics, where the
topics correspond to the keyphrase clusters. Cruciallybiae the assignment of hidden
topics in the text to be similar to the topics representechieykeyphrases of the document,
but we permit some words to be drawn from other topics noesgnted by the document’s
keyphrases. This flexibility in the coupling allows the mhiddearn effectively in the pres-
ence of incomplete keyphrase annotations, while still areging the keyphrase clustering
to cohere with the topics supported by the document text.pldte diagram for our model
is shown in Figure 3-2.

We train the model on documents annotated with keyphrasagingptraining, we
learn a hidden topic model from the text; each topic is alsmeated with a cluster of
keyphrases. At test time, we are presented with documeatsithnot contain keyphrase
annotations. The hidden topic model of the review text islis¢o determine the properties
that a document as a whole supports. For each property, wputerthe proportion of the
document’s words assigned to it. Properties with propogtiabove a set threshold (tuned

on a development set) are predicted as being supported.
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Figure 3-2: The plate diagram for our model. Shaded circe®te observed variables,
and squares denote hyper parameters. The dotted arrovesitindhaty is constructed
deterministically fromx andh.
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Keyphrase Clustering

One of our goals is to cluster the keyphrases, such that dasteccorresponds to a well-
defined document property. While our overall model is getinerave desire the freedom to
use any arbitrary metric for keyphrase similarity. For tieiason, we represent each distinct
keyphrase as a vector of similarity scores computed ovesehef observed keyphrases;
these scores are representedcs iy Figure 3-2. We then explicitly generate this similarity
matrix, rather than the surface form of the keyphrase itselbdelling similarity scores
rather than keyphrase words affords us the flexibility olstduing the keyphrases using
more than just their word distributions. We assume thatlanity scores are conditionally
independent given the keyphrase clustering. Models th&ersanilar assumptions about
the independence of related hidden variables have prdyibegn shown to be success-
ful [31]. In section 3.2.3 we describe a model which remowesrteed for this assumption
by applying principal component analysis to the similanitgtrix.

We compute the similarity between keyphrases using a liméampolation of two met-
rics. The first is the cosine similarity between keyphrasedwectors. The second is based
on the co-occurrence of keyphrases in the review texts teles While we chose these
two metrics for their simplicity, our model is inherentlypable of using other sources of

similarity information. For a discussion of similarity nnies, see [23].

Document-level Distributional Analysis

Our analysis of the document text is based on probabilispetmodels such as LDA [5].
In the LDA framework, each word is generated from a languagdehthat is indexed by
the word’s topic assignment. Thus, rather than identifyargjngle topic for a document,
LDA identifies a distribution over topics.

Our word model operates similarly, identifying a topic face word, written ag in
Figure 3-2. However, where LDA learns a distribution ovegits for each document, we
deterministically construct a document-specific topidriistion from the clusters repre-
sented by the document’s keyphrases — thisiis the figure.n assigns equal probability

to all topics that are represented in the keyphrases, amdmebability to other topics.
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Generating the word topics in this way ties together the kegge clustering and language
models.

As noted above, sometimes properties are expressed inxtheven when no related
keyphrase is present. For this reason, we also construttemdocument specific topic
distribution®. The auxiliary variable: indicates whether a given word’s topic is drawn

from the set of keyphrase clusters, or from this topic disiion.

Generative Process

In this section, we describe the underlying generativegssenore formally.

First we consider the set of all keyphrases observed adnesartire corpus, of which
there areL. We draw a multinomial distributiony over the K keyphrase clusters from
a symmetric Dirichlet priorj,. Then for the/" keyphrase, a cluster assignmentis
drawn from the multinomial. Finally, the similarity matrixs € [0, 1]**% is constructed.
Each entrys,, is drawn independently, depending on the cluster assigtsme@ndz,..
Specifically,s,  is drawn from a Beta distribution with parameters if v, = =, anda..
otherwise. The parametess. linearly biass, » towards one (Beta.—) = Beta2, 1)), and
the parameters_. linearly biass, » towards zero (Befa..) = Betd1, 2)).

Next, the words in each of the documents are generated. DocuméhasN,; words,
and the topic for wordu,,, is written asz,,,. These latent topics are drawn either from
the set of clusters represented by the document’s keyghrasrom the document’s topic
model ¢,. We deterministically construct a document-specific kegph topic modeh,
based on the keyphrase cluster assignmerasd the observed keyphradesThe multi-
nomialn, assigns equal probability to each topic that is represdnyeadphrase irh,, and
zero probability to other topics.

As noted earlier, a document’s text may support propertiasdre not mentioned in
its observed keyphrases. For that reason, we draw a docuapeaimultinomiale, from
a symmetric Dirichlet prior,. The binary auxiliary variable,,, determines whether the
word’s topic is drawn from the keyphrase modglor the document topic model;. c,,,
is drawn from a weighted coin flip, with probability, A is drawn from a Beta distribution

with prior \o. We havez,,, ~ 1, if ¢4, = 1, andz,,, ~ ¢ otherwise. Finally, the word,,,
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Figure 3-3: The resampling equation for the keyphrase etustsignments.

is drawn from the multinomiat., , wherez,, indexes a topic-specific language model.

Each of theK” language model&, is drawn from a symmetric Dirichlet pridk.

Parameter Estimation

Ultimately, we need to compute the model’s posterior disiion given the training data.
Doing so analytically is intractable due to the complexifyttee model. In these cases,
standard sampling techniques can be used to estimate ttezippnsOur model lends itself
to estimation via a straightforward Gibbs sampler, one efrtfore commonly used and

simpler approaches to sampling.

By computing conditional distributions for each hiddeniahte given the other vari-
ables, and repeatedly sampling each of these distributidarn, we can build a Markov
chain whose stationary distribution is the posterior of tiedel parameters [15]. Other
work in natural language processing that employs sampéolgrtiques includes [14, 16].

We now present sampling equations for each of the hiddeablas in Figure 3-2.

The prior over keyphrase clustefsis sampled based on hyperpriof and keyphrase

cluster assignments. We writep(v | ...) to mean the probability conditioned on all the
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other variables.

p( | ...) o< p(i | ho)p(x | ),
= p(¢ | o) [ [ plae | 9)
l

= Dirichlet(1); %) | [ Multinomial(z; 1))
V4

= Dirichlet(v; ¢'),

where); is ¢y + coun{z, = i). This update rule is due to the conjugacy of the multi-
nomial to the Dirichlet distribution. The first line followsom Bayes’ rule, and the second
line from the conditional independence of similarity sex@ivenx and«, and of word

topic assignments givenn, ¥, andc.

Resampling equations f@r; andé, can be derived in a similar manner:

(g | ...) o< Dirichlet(¢y; ¢'),
p(@k | .. ) X Dirichlet(@k;ék/),

whereg; = ¢o+countz, 4 = iAc,q = 0) andd, ; = Oo+ > c0untw, g = i A 2,0 = k).
In building the counts for, we consider only cases in which,, = 0, indicating that the
topic z, 4 is indeed drawn from the document topic modelSimilarly, when building the

counts ford;,, we consider only cases in which the waug,, is drawn from topick.

To resample\, we employ the conjugacy of the Beta prior to the BernoulB@tvation

likelihoods, adding counts efto the prior),.
p(\]...) x Beta\; \),

where) = \g +

coun{cy, = 1) ]

counicy, = 0)

The keyphrase cluster assignments are represent&dwkiose sampling distribution

depends on), s, andz, vian. The equation is shown in Figure 3-3. The first term is the
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prior onz,. The second term encodes the dependence of the similarityxrsaon the
cluster assignments; with slight abuse of notation, weewt(j .., to denoten_ if z, = zy,
anda. otherwise. The third term is the dependence of the word $opi¢ on the topic
distributionn,;. We compute the final result of Figure 3-3 for each possibtenggof x,,
and then sample from the normalized multinomial.

The word topics are sampled according to the keyphrase topic distribugigrihe

document topic distribution,, the observed words, and the auxiliary variable:

p(zan | --)
X p(zdn | Pds Nds Can)P(Wan | Zdn, 0)
Multinomial(zg,,; na)Multinomial(wg,,; 0,,,)  if can =1

Multinomial(zy,,; ¢a)Multinomial(wg,,; 0., ,,) otherwise.

As with z, eachz,, is sampled by computing the conditional likelihood of eacis$-
ble setting within a constant of proportionality, and themgling from the normalized
multinomial.

Finally, we sample the auxiliary variables,, which indicates whether the hidden topic

245, IS drawn fromn, or ¢,. ¢ depends on its priok and the hidden topic assignmeants

p(Cd’n | . )
(8 p(cd,n | )\)p(zd,n | nd7¢dacd,n)
Bernoulli(cy,; A)Multinomial(zg,; n4)  if cqn =1

Bernoulli(cy,,; A\)Multinomial(z,,,; ¢4) otherwise.

Again, we compute the likelihood ef;,, = 0 andc,,, = 1 within a constant of proportion-

ality, and then sample from the normalized Bernoulli disition.
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3.2.3 Modelling Using a PCA Transform of the Similarity Matr ix

One of the assumptions made in thecument Property Modes$ that the values in the
similarity matrix are conditionally independent given tastering of the keyphrases. We
can remove this assumption by performing transformatioieh ®s principal component
analysis (PCA) on the similarity matrix. PCA is useful inglgase since it reduces the
dimensionality of the data, and produces a matrix of inddpaty normally distributed
values. We provide the first principal components of the result as input to the model.
Each row of the resulting matrix corresponds to a keyphrasevish to cluster. We
assume that each of thescores in this row is generated by separate independenahorm
distributions indexed by the cluster of the keyphrase. Ehaster therefore had normal
distributions associated with it. Figure 3-5 shows thegthagram of the model modified

to work off the PCA transform of the similarity matrix.

Generative Process

The generative process for all parameters in the model &xoep, ;. ando are identical
to that of the Property Prediction model. We draw the meaheach of theA distribution
overs from a univariate Normal with prior mean, and prior variance,. The variancer
of the distributions are drawn from a scaled inverse Gamrsgiblition with prior shape
parameter, and prior scale.

Next, the PCA transformed similarity matrixe [0, 1]£*4 is generated. Each row ef
s¢ corresponds to keyphrageands, ; is drawn from a normal distribution with mean, ,

and variance, ;.

Parameter Estimation

The change to the model impacts the resampling equationsdodo and the equations
for sampling keyphrase cluster assignments.
The conjugacy of the Normal distribution to the Normal poarits mean and the scaled

inverse Gamma prior on its variance leads to the followirsgunepling equations fqr and
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w ~ Normaly,, k)

o ~ Scaled-Inv-Gamma,,, 0,,)

where
Kofo + nS
. Ko +n
Kn = Ko+n
Vp, = UVp+n

plae|..) o< plae [ V)p(s | ze, p,0)p(z | 1,9, ¢)

o ple | ) [HP(SM | Mw,i,am,z)] H H P(zdn | Ma)

d Cd,nzl

A D
= Mult(z; ) [H NOI’mal(Sg,i|,umm,0mm)] H H Mult(z4,,.; 74)

i=1 d cgn=1

Figure 3-4: The resampling equation for the keyphrase etstsignments.

The sampling distribution of the keyphrase cluster ass@msx, depends on), s,
andz, vian. The equation is shown in Figure 3-4. The first term is therprioz,. The
second term encodes the dependence of the similarity nsadrixthe cluster assignments.
The third term is the dependence of the word topigs on the topic distributiom,. We
compute the final result of Figure 3-4 for each possiblersgtif z,, and then sample from

the normalized multinomial.
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1 ~ Dirichlet(vy)

x¢ ~ Multinomial(v))

? ,,,,, @ 1~ Normal(jg, %)
; Z Py o ~ Scaled-Inv-Gamm@y, o)
Sp,i ™~ NormaK/sz[,iv Uu’%‘m)

D e =M. nax)
where
¢ — keyphrase cluster model {1 if z, = kforanyl € hq
. Nd,k .

x — keyphrase cluster assignment 0 otherwise
s — keyphrase similarity values
1 — mean of normal distribution o A~ Beta))
o — variance of normal distribution on can ~ Bernoulli(\)
h — document keyphrases
n — document keyphrase topics ¢4 ~ Dirichlet(¢)
A — probability of selecting; instead ofp Multinomial(ng) if cqpn =1
¢ — selects betweemandg for word topics Zdn ™ Multinomial(¢;) otherwise
¢ — document topic model
z — word topic assignment 0y, ~ Dirichlet(6y)
(|7 linguage Mo N ORS iy, Mulinomi,)

Figure 3-5: The plate diagram for the model using PCA. Shaifetes denote observed
variables, and squares denote hyper parameters. The dotteds indicate thad is con-
structed deterministically from andh.
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3.2.4 Global Background Property Model

One potential variation on tHeocument Property Modé to replace the document specific
topic distributionsy, with a single global background topic distributigrthat is common
across all the documents. While this does not simplify trajror inference, it does explore
the effects of learning the overall probability of documéagics. It is important to note
that since the topic model is global to all documents, it @mages the topic distributions of
the words of a particular document to follow the overall nariall documents. Therefore,

this model is potentially less flexible than the documenidopodel.

Figure 3-6 shows the plate diagram of this model.

() %) () a
@ W) N N D 1 ~ Dirichlet(ty)

@ x¢ ~ Multinomial(v))
@ {Beta(a:) if 20 = 2y
See ~

Beta o) otherwise

_ T
() ") Nd = [77d,1 . --Ud,K]

where

1 ifxp=kforanyl € hy
Nd,k .

0 otherwise

keyphrase cluster model
keyphrase cluster assignment
keyphrase similarity values
document keyphrases cdn ~ Bernoulli()
document keyphrase topics -
probability of selecting instead of ¢~ Dirichlet(go)
selects betweenand¢ for word topics o~ {Multmomml(nd) if can=1
background word topic model ’ Multinomial(¢) otherwise
word topic assignment .

language models of each topic 0 ~ Dirichlet(6y)

document words wq,, ~ Multinomial(., )

A~ Betd/\o)

E DN O >I > 8
|

Figure 3-6: The plate diagram for the global background ertypmodel. Shaded circles
denote observed variables, and squares denote hyper paraniehe dotted arrows indi-
cate that) is constructed deterministically frommandh.
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Generative Process

The changes to the generative process from this variatemaror. Specifically, the topic
z of a wordw is now drawn either from the document-specific keyphrask topdelr or
the global background topic distributiandepending on the value of the binary auxiliary

variablec,,,. The background topic distributiop is drawn from a symmetric Dirichlet

prior ¢y.

Parameter Estimation

The derivations of the resampling equations are similah&b of the Property Prediction
model, the only changes being to the equations.dh the previous modely; was docu-

ment specific, and thus it's resampling depended on thegafithe words in the relevant
document. Now since is global to all documents, it is resampled based on the sagfic

the words of all documents:

p(¢ | ...) o< Dir(g; ¢')

where
¢ = o+ Z count(z,, 4 =i A ¢ g = 0)
d

As before, Gibbs sampling is used to estimate the paramefténe model.
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3.3 Experiments

3.3.1 Experimental Setup
Corpora Details

We evaluate our system on reviews from two categories,uestés and cell phones. These
reviews were downloaded from the popular Epinfongbsite. Users of this website eval-
uate products by providing both a textual description ofrtbpinion, as well as concise
lists of keyphrases (pros and cons) summarizing the revidwe statistics of this dataset
are provided in Table 3.1. For each of the categories, weorahdselected 50%, 15%, and
35% of the documents as training, development, and testresfsectively.

Manual analysis of this data reveals that authors often pnoiperties from the list
of keyphrases that are mentioned in the text. To obtain a Emgold standard, we
annotated a subset of the reviews from the restaurant agteggmually. The annotation
effort focused on eight properties that were commonly noeretil by the authors. These
included properties underlying keyphrases such as “pteaganosphere” and “attentive
staff.” Two annotators performed this task, annotatingeotively 160 reviews. 30 reviews
were annotated by both. The Cohen’s kappa, a measure chmmitator agreement that
ranges from zero to one, is 0.78 on this joint set, indicatilgh agreement [7]. Each

review was annotated with 2.56 properties on average.

Restaurants Cell Phones
Number of reviews 3883 1112
average review length 916.9 1056.9
average keyphrases / revigw 3.42 491

Table 3.1: Statistics of the reviews dataset by category.

Training Details

Our model needs to be provided with the number of clustérsiVe setK large enough

for the model to learn effectively on the development setr é@mple, in the restaurant

http://www.epinions.com/
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category, where the gold standard has eight clusters, w& 4et20. In the cell phone
category, it was set to 30.

As mentioned before, we use Gibbs sampling to estimate ttaenmers of our model.
To improve the model’s convergence rate, we perform twaalization steps. In the first
step, Gibbs sampling is done only on the keyphrase clugte@mponent of the model,
ignoring document text. The second step fixes this keyplolastering and samples the
rest of the parameters in the model. These initializatiepsare run for 5,000 iterations
each. The full joint model is then sampled for 100,000 iferet. Inspection of the param-
eter estimates confirms model convergence. On a 2GHz duaesktop machine, model
training as implemented in C++ with multi-threading takbsat two hours.

The final point estimate used for testing is an average (faticoous variables) or a
mode (for discrete variables) over the last 1,000 Gibbs $amperations. Averaging is
a heuristic that is applicable in our case because our samgitegrams are unimodal and
exhibit low skew. The model usually works equally well usimge-sample estimates, but
IS more prone to estimation noise.

As previously mentioned, we convert word topic assignmémtdocument properties
by examining the proportion of words supporting each priypéy proportion threshold is

set for each property via the development set.

Baselines

To the best of our knowledge the task of simultaneously iigngy and predicting multiple
properties has not been addressed in the literature. Weftinerconsider five baselines that
allow us to explore the properties of this task and our model.

Random: Each keyphrase is supported by a document with probabifigne half.
This baseline’s results are computed (in expectationgrdtian actually run. This method
is expected to have a recall of 0.5, because in expectatioii gelect half of the correct
keyphrases. Its precision is the proportion of supportgglkeases in the test set.

Phrase in text:A keyphrase is supported by a document if it appears verhatitme
text. Precision should be high whereas recall will be loveguese of the strict requirements

for a keyphrase to be supported.
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Cluster in text:A keyphrase is supported by a document if it or any of its plarages
appears in the text. Paraphrasing is based on our modedtedlug of the keyphrases. The
use of paraphrasing information enhances recall at thenpateost of precision, depend-
ing on the quality of the clustering.

Phrase classifier:A separate discriminative classifier is trained for eachpkegse.
Positive examples are documents that are labelled by thmautth the keyphrase; all
other documents are negative examples. A keyphrase is gaddany a document if that
keyphrase’s classifier returns positive.

Cluster classifier: A separate discriminative classifier is trained for eactstelu of
keyphrases. Positive examples are documents that ardeldtml the author with any
keyphrase from the cluster; all other documents are negakamples. All keyphrases of a
cluster are supported by a document if that cluster’s diasseturns positive. Keyphrase
clustering is based on our model.

Phrase classifieand cluster classifieremploy maximum entropy classifiers, trained
on the same features as our moda, word counts. As with the last two baselines, the
former is high-precision/low-recall, because for any jgattar keyphrase, its synonymous
keyphrases would be considered negative examples. Thebattadens the positive exam-
ples, improving recall while likely hurting precision. Weed Zhang Le’s Maxent toolKit

to build these classifiers.

Evaluation Methodology

Ouir first evaluation examines the accuracy of our models laadaselines by comparing
their output against the keyphrases provided by the revigivoas. More specifically, we
test whether the model supports each of the author’s actyplhkases, given the review.
As mentioned before, the author’s keyphrases are incompldterefore to perform a
noise-free comparison, we based our second evaluationeomaimually constructed gold
standard for the restaurant category. We took the most cantynbserved keyphrase from

each of the eight annotated properties, and tested whéthenadel supports them.

2http://homepages.inf.ed.ac.uk/s0450736/masaoikit.ntml
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In both types of evaluation, we measure the model’'s perfaomausing precision,
recall, and F-score. These are computed in the standardendrased on the model’s
keyphrase predictions compared against the correspomeiiagences. The sign test was

used for statistical significance testing.

Our models do not attempt to predict whether a single keygghisasupported by a given
document. On the contrary, it predicts whether the undaeglgemantic property — repre-
sented by a clustering of the keyphrases —is supported ldoitiement. In the evaluations
above, a keyphrase is taken to be predicted if it occurs iroathe clusters predicted by the
model for the document. Since a single keyphrase is usedegsesentative of a complete
cluster, these evaluations are highly sensitive to the lkege clustering produced by the

model. Therefore we perform two additional evaluations.

In the first of these, we compare a model output against eddrstpmdard paraphrasing
of the keyphrases provided by the original author of theewviSpecifically, given one of
the author’s actual keyphrases, we identify all of its phrapes according to the gold
standard clustering, and evaluate the model’'s output dmpa@phrase. This evaluation is
more robust since the model neither benefits from a singlectly clustered keyphrase,
nor is it heavily penalized for a single incorrect clustgrin

In the second additional evaluation, we performed thisglanasing based comparison
of the model against the manually constructed gold stanftarthe restaurant reviews.
Both of these additional evaluations were also performednag theCluster in Textand

Cluster Classifiebaselines.

3.3.2 Results and Analysis

Tables 3.2 and 3.3 present the results of the evaluatioragosndescribed above. Our
models outperforms every baseline by a wide margin in allueteons. In particular, the
Document Topic Modgberforms best is all cases except one - whereGlabal Topic

Model does better. The results are consistent across the two ofygasluations - those
using the most common keyphrase to represent a semantierproand those using all

paraphrasings.
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The absolute performance of the automatic methods indi¢agedifficulty of our task.
For instance, evaluation against gold annotations (seke TaB) shows that the random
baseline outperforms all of the other baselines. We obssmiarly disappointing results
for the baselines on the restaurant category against teddse annotations. The precision
and recall characteristics of the baselines match our guely described expectations.

The poor performance of the discriminative models seenmising at first. However,
these results can be explained by the degree of noise indiméniy data, specifically, the
aforementioned sparsity of free-text annotations. Asiprely described, our technique
allows document text topics to stochastically derive frather the keyphrases or from a
topic distribution® — this allows our models to learn effectively from incomplenno-
tations. In fact, when we force all text topics to derive frémyphrase clusters in our
document topic model, its performance degrades to the tH#viile classifiers or below,
with an F-score of 0.390 in the restaurant category and OriTie cell phone category
(compare to free-text results in Table 3.2).

As expected, paraphrasing information contributes sicpnifily to baseline performance,
generally improving recall with low impact on precision.fact, in some instances adding
paraphrasing information to thghrase in textbaseline raises its performance to a level
close to that of our models. As previously observed in emigilt research [10], paraphras-

ing information contributes greatly to improved perforroarn inference tasks.

Clustering Performance

In light of this observation, it is important to quantify thaality of automatically computed
paraphrases. One way to assess clustering quality is toar@nitfagainst a “gold standard”
clustering, as constructed by humans. For this purpose,segheRand IndeX27], a
measure of cluster similarity. This measure varies frono zerone; higher scores are
better. In the restaurant category, the Rand Index of ouretreoclusters is 0.9660; for cell
phones, it is 0.8760.

Another way of assessing cluster quality is to consider theaict of using the gold

3Depending on the model, this is either the document topitibligion, or the global background topic
distribution
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clustering instead of our model’s clustering in our model Hrecluster in textandcluster
classifierbaselines. As Table 3.4 shows, using the model clustergldyresults compara-
ble to using the gold clustering. This indicates that forpheposes of our task, the model

clustering is of sufficient quality.

Comparison of Models Variants

It is interesting to note the performance differences antbedhree variants of our model.
As mentioned before, thedocument topic mode$ potentially more expressive than the
global topic modeénd this is borne out by the results — ttacument topic modglerforms
better in most cases, sometimes by a large margin.

The PCA variant of our model addresses one of the theoretieaknesses of thadoc-
ument topic moddby removing the strong independence assumptions made ielhmgd
keyphrase similarity. As such, the relatively poor perfanoe of thd®?CA modetompared
to thedocument topic modehay be surprising. However, the PCA modification also intro-
duces additional complexity to the model — increasing thalmer of model parameters by
O(clusters< phraseg. With the datasets used in our experiments, the number afpeters
that need to be estimated during training increases by appately 1000. This additional

complexity can potentially offset the benefits of better ebdg, and explain the drop in

performance.
Restaurants Restaurants Cell phones
gold annotation free-text annotation free-text annotation
Recall| Prec.| Fscore|| Recall| Prec.| Fscore|| Recall| Prec.| Fscore
Random 0.500| 0.300| % 0.375| 0.500| 0.500| *«0.500| 0.500| 0.489| « 0.494

Phrase in text| 0.048| 0.500| % 0.087 || 0.078| 0.909| % 0.144| 0.171| 0.529| % 0.259
Cluster in text|| 0.223| 0.534| 0.314| 0.517| 0.640| % 0.572| 0.829| 0.547| 0.659
Phrase clas. 0.028| 0.636| « 0.053| 0.068| 0.963| « 0.126| 0.029| 0.600 | * 0.055
Cluster clas. 0.113] 0.622| < 0.192| 0.255| 0.907| «0.398| 0.210| 0.759| 0.328

DTM 0.625| 0.416| 0.500| 0.901| 0.652| 0.757| 0.886| 0.585| 0.705
PCA 0.602| 0.374| 0.461| 0.766| 0.589| 0.666| 0.876| 0.558| 0.681
GTM 0.741] 0.368| 0.491| 0.883| 0.668| 0.761| 0.867| 0.520| 0.650

Table 3.2: Comparison — using the most common phrase — oftipefy predictions made

by our model and the baselines in the two categories as ¢gdlagainst the gold and free-
text annotations. The methods against which our model lgasfisaintly better results on

the sign test are indicated with«dor p < 0.05, ando for p < 0.1
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Restaurants Restaurants Cell phones

gold annotation free-text annotation free-text annotation
Recall| Prec.| Fscore|l Recall| Prec.| Fscore| Recall| Prec.| Fscore
Clusterin text| 0.260| 0.421| x0.322| 0.487| 0.648| % 0.556| 0.744| 0.479| % 0.583
Cluster clas. 0.138| 0.733| 0.232]| 0.238| 0.914| x0.378| 0.198| 0.754| 0.314

DTM 0.617] 0.549| 0.581| 0.925| 0.682| 0.785| 0.853| 0.571| 0.684
PCA 0.629| 0.494| 0.554| 0.905| 0.607| 0.727| 0.883| 0.548| 0.677
GTM 0.565| 0.360| 0.440| 0.874| 0.635| 0.735| 0.865| 0.530| 0.657

Table 3.3: Comparison — using paraphrasing — of the progeagictions made by our
model and the baselines in the two categories as evaluatadsaghe gold and free-text
annotations. The methods against which our model has signify better results on the
sign test are indicated withsafor p < 0.05.

clustering Restqu_rants Cell p_h_ones
Recall | Precision| F-Score|| Recall | Precision| F-Score
Cluster in text automatic|| 0.517 0.640 0.572| 0.829 0.547 0.659
gold 0.542 0.608 0.573| 0.914 0.497 0.644
Cluster classifiel automatic|| 0.255 0.907 0.398| 0.210 0.759 0.328
gold 0.221 0.895 0.354|| 0.162 0.739 0.266
our model automatic|| 0.901 0.652 0.757| 0.886 0.585 0.705
gold 0.795 0.627 0.701| 0.886 0.520 0.655

Table 3.4: Our model and two of the baselines make use of peasing information de-
rived from our model’s clustering. By providing these matbavith the gold standard
clustering instead, we can indirectly evaluate the qualityur model’s clustering, and its
impact on inference.
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Chapter 4

Generating Tables of Contents

4.1 Introduction

Current research in summarization focuses on processiog atticles, primarily in the
news domain. While in practice the existing summarizatiathmds are not limited to
this material, they are not universal: texts in many domam$ genres cannot be summa-
rized using these techniques. A particularly significargliemge is the summarization of
longer texts, such as books. The requirement for high cosspe rates and the increased
need for the preservation of contextual dependencies keetsemmary sentences places
summarization of such texts beyond the scope of currentadsth

In this chapter, we investigate the automatic generatidatidés of contentsa type of
indicative summary particularly suited for accessinginfation in long texts. A typical ta-
ble of contents lists topics described in the source texjpaoddes information about their
location in the text. The hierarchical organization of imh@tion in the table further refines
information access by specifying the relations betweefemint topics and providing rich
contextual information during browsing. Commonly foundbooks, tables of contents
can also facilitate access to other types of texts. Formestathis type of summary could
serve as an effective navigation tool for understandingng,loinstructured transcript for
an academic lecture or a meeting.

Given a text, our goal is to generate a tree wherein a nodesepts a segment of text

and a title that summarizes its content. This process iegtwo tasks: the hierarchical
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Scientific computing

Remarkable recursive algorithm for multiplying matrices
Divide and conquer algorithm design
Making a recursive algorithm

Solving systems of linear equations
Computing an LUP decomposition
Forward and back substitution

Symmetric positive definite matrices and least squares approximation

Figure 4-1: A fragment of a table of contents generated bynwethod.

segmentation of the text, and the generation of informattles for each segment. The
first task can be addressed by using the hierarchical steuotadily available in the text
(e.g., chapters, sections and subsections) or by empl@xisging topic segmentation al-
gorithms [18]. In this paper, we take the former approachfokshe second task, a naive
approach would be to employ existing methods of title getmrato each segment, and
combine the results into a tree structure.

However, the latter approach cannot guarantee that theajedd¢able of contents forms
a coherent representation of the entire text. Since tifleifferent segments are generated
in isolation, some of the generated titles may be repetifixen non-repetitive titles may
not provide sufficient information to discriminate betweba content of one segment and
another. Therefore, it is essential to generate an enbite td contents tree in a concerted
fashion.

This paper presents a hierarchical discriminative appréactable of contents gener-
ation. Figure 4-1 shows a fragment of a table of contentsnaatically generated by this
algorithm. Our method has two important points of deparfuwen existing techniques.
First, we introduce a structured discriminative model fdslé of contents generation that
accounts for a wide range of phrase-based and collocatieaalres. The flexibility of
this model results in improved summary quality. Second,madel captures both global
dependencies across different titles in the tree and |legatiaidencies within sections. We
decompose the model into local and global components tmati@alifferent classes of de-
pendencies. We further reduce the search space througdmieotal construction of the

model’s output by considering only the promising parts efdecision space.
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We apply our method to process a 1,180 page algorithms teitbim assess the con-
tribution of our hierarchical model, we compare our methath\state of the-art methods
that generate each segment title independéniifae results of automatic evaluation and
manual assessment of title quality show that the output p§pstem is consistently ranked

higher than that of non-hierarchical baselines.

4.2 Problem Formulation

We formalize the problem of table of contents generation agpervised learning task
where the goal is to map a tree of text segments a tree of titles/”. A segment may
correspond to a chapter, section or subsection.

Since the focus of our work is on the generation aspect oétabtontents construc-
tion, we assume that the hierarchical segmentation of dadexbvided in the input. This
division can either be automatically computed using onéhefrhany available text seg-
mentation algorithms [18], or it can be based on demarcatidmeady present in the input
(e.g., paragraph markers).

During training, the algorithm is provided with a set of gaif?, 7%) fori = 1,..., p,
whereS’ is thei'" tree of text segments, afid is the table of contents for that tree. During
testing, the algorithm generates tables of contents foeemgees of text segments.

We also assume that during testing the desired title lersgbhavided as a parameter to

the algorithm.

4.3 Algorithm

To generate a coherent table of contents, we need to takadntmnt multiple constraints:
the titles should be grammatical, they should adequatehkesent the content of their seg-
ments, and the table of contents as a whole should clearlyegahe relations between

the segments. Taking a discriminative approach for mougthis task would allow us to

1The code and feature vector data for our model and the basdire available at
http://people.csail.mit.edu/branavan/code/toc.
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achieve this goal: we can easily integrate a range of cansdria a flexible manner. Since
the number of possible labels (i.e., tables of contentsjakipitively large and the labels
themselves exhibit a rich internal structure, we employracstired discriminative model
that can easily handle complex dependencies. Our solwl@sron two orthogonal strate-
gies to balance the tractability and the richness of the indelest, we factor the model
into local and global components. Second, we incrementaihstruct the output of each
component using a search-based discriminative algoritBoth of these strategies have
the effect of intelligently pruning the decision space.

Our model factorization is driven by the different types @jpdndencies which are
captured by the two components. The first modébcal: for each segment, it generates
a list of candidate titles ranked by their individual likediods. This model focuses on
grammaticality and word selection constraints, but it doesconsider relations among
different titles in the table of contents. These latter aejemcies are captured in thobal
model that constructs a table of contents by selectingstiite each segment from the
available candidates. Even after this factorization, theision space for each model is
large: for the local model, it is exponential in the lengthtlod segment title, and for the

global model it is exponential in the size of the tree.

Therefore, we construct the output for each of these madefsmentallyusing beam
search. The algorithm maintains the most promising pastigdut structures, which are ex-
tended at every iteration. The model incorporates thisdiegprocedure into the training
process, thereby learning model parameters best suitétefepecific decoding algorithm.
Similar models have been successfully applied in the pasther tasks including pars-

ing [8], chunking [11], and machine translation [9].

4.3.1 Model Structure

The model takes as input a tree of text segmeéhtéEach segment € S and its titlez
are represented adacal feature vectory,.(s, z). Each component of this vector stores a
numerical value. This feature vector can track any featfithe@segment together with

its title z. For instance, th&" component of this vector may indicate whether the bigram
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(2[4]2[5 + 1]) occurs ins, wherez[j] is thej*" word in 2

1 if (z[j]z[j+1]) €s
((I)loc(sa Z))z = .
0 otherwise
In addition, our model captures dependencies anmualjiple titlesthat appear in the
same table of contents. We represent a tree of segnsep&sred with titlesT” with the
global feature vector,, (S, 7). The components here are also numerical features. For

example, the® component of the vector may indicate whether a title is regzban the

table of contentd™:

1 repeated title
(Pgion (5, 1)) = _
0 otherwise

Our model constructs a table of contents in two basic steps:
Step OneThe goal of this step is to generate a liskafandidate titles for each segment
s € S. To do so, for each possible titte the model maps the feature vecfig.(s, z) to a

real number. This mapping can take the form of a linear model,
(I)loc(su Z) * Uoc

whereqy,. is the local parameter vector.

Since the number of possible titles is exponential, we caopasider all of them.
Instead, we prune the decision space by incrementally merstg promising titles. At
each iteratiory, the algorithm maintains a bea of the topk partially generated titles
of length;. During iteration; + 1, a new set of candidates is grown by appending a word
from s to the right of each member of the bedmWe then sort the entries @: z1, 2o, . . .
such tha®ec(s, 2;) - Qoc = Proc(S, zit1) * (uoe, Vi. Only the topk candidates are retained,

forming the beam for the next iteration. This process cam#until a title of the desired

length is generated. Finally, the list bfcandidates is returned.

Step Two Given a set of candidate titles, z,, ..., 2z, for each segment € S, our

goal is to construct a table of contefiidy selecting the most appropriate title from each
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segment’s candidate list. To do so, our model computes & doothe pair(S,T') based

on the global feature vectdrgon (S, T'):

Pgion (S, T') - tglob

whereayg, is the global parameter vector.

As with the local model (step one), the number of possibletabf contents is too large
to be considered exhaustively. Therefore, we incremgntalhstruct a table of contents by
traversing the tree of segments in a pre-order walk (i.e.ptder in which segments appear
in the text). In this case, the beam contains partially geeertables of contents, which
are expanded by one segment title at a time. To further retheceearch space, during

decoding only the top five candidate titles for a segment aengo the global model.

4.3.2 Training the Model

Training for Step One We now describe how the local parameter veatgris estimated
from training data. We are given a set of training exampég,’) fori = 1,...,1, where
st is thei™ text segment, angl is the title of this segment.

This linear model is learned using a variant of the incremlgmgrceptron algorithm [8,
11]. This on-line algorithm traverses the training set ipigttimes, updating the parameter
vector oy, after each training example in case of mis-predictions. dlgerithm encour-
ages a setting of the parameter vectgy that assigns the highest score to the feature vector
associated with the correct title.

The pseudo-code of the algorithm is shown in Figure 4-2. Gaveext segment and
the corresponding titlg, the training algorithm maintains a beapcontaining the tog:
partial titles of lengthj. The beam is updated on each iteration using the functior@@R
and PRUNE. For every word in segmerdand for every partial title irf), GROW creates a
new title by appending this word to the title. PRUNE retaink/dhe top ranked candidates
based on the scoring functidn,.(s, z) - aioc. If y[1... 7] (i.e., the prefix ofy of lengthj)

is not in the modified bear®, thena,,, is updated as shown in line 4 of the pseudo-code

2|f the word in thej*” position ofy does not occur i, then the parameter update is not performed.
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in Figure 4-2. In addition() is replaced with a beam containing onjii . .. j] (line 5).
This process is performdg| times. We repeat this process for all training examples over

50 training iterations®

s — segment text.

Yy — segment title.

y[l...j] — prefix ofy of lengthj.

Q — beam containing partial titles.

1 forj=1...]y|

2 @ = PRUNE(GROW(s, Q))

3 if y[l...7] ¢ Q

4 Qoe = o + Proc(s,y[1 ... 7)) —Z%
zeQ

5 Q=Ayll...j1}

Figure 4-2: The training algorithm for the local model.

Training for Step Two  To train the global parameter vectog,,, we are given training
exampleg Si, T%) fori = 1,..., p, whereS' is thei'" tree of text segments, ard is the
table of contents for that tree. However, we cannot diracsky these tables of contents for
training our global model: since this model selects one efcégndidate titles:, . . ., z; re-
turned by the local model, the true title of the segment maye@mong these candidates.
Therefore, to determine a new target title for the segmeatneed to identify the title in

the set of candidates that is closest to the true title.

We employ thel; distance measure to compare the content word overlap betwee

titles* For each inputS, T'), and each segmentc S, we identify the segment title closest

3For decodinge,. is averaged over the training iterations as in Collins andrR{8].
4This measure is close to ROUGE-1 which in addition consitteverlap in auxiliary words.
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in the L; measure to the true tithg:
z" = argmin L;(2;,y)

Once all the training targets in the corpus have been idedtifirough this procedure,
the global linear modebg,, (S, T') - agob iS learned using the same perceptron algorithm
as in step one. Rather than maintaining the beam of pargaiherated titles, the beaf
holds partially generated tables of contents. Also, the lodine 1 of Figure 4-2 iterates

over segment titles rather than words. The global modetised over 200 iterations.

4.4 Features

Local Features Our local model aims to generate titles which adequatelyessmt the
meaning of the segment and are grammatical. Selection améxtoal preferences are
encoded in the local features. The features that captueets®l constraints are specified
at the word level, and contextual features are expressée atdrd sequence level.

The selection features capture the position of the word,kt$DF, and part of speech
information. In addition, they also record whether the wocdurs in the body of neigh-
bouring segments. We also generate conjunctive featuresrbiining features of different
types.

The contextual features record the bigram and trigram laggunodel scores, both for
words and for part of speech tags. The trigram scores aragegrover the title. The
language models are trained using the SRILM toolkit. Anptiipe of contextual feature
models the collocational properties of noun phrases initlee This feature aims to elimi-
nate generic phrases, sucHte following section”from the generated titl€sTo achieve
this effect, for each noun phrase in the title, we measureatie of their frequency in the

segment to their frequency in the corpus.

5In the case of ties, one of the titles is picked arbitrarily.
SUnfortunately, we could not use more sophisticated syiutéeatures due to the low accuracy of statis-
tical parsers on our corpus.
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Segment has the same title as its sibling

Segment has the same title as its parent

Two adjacent sibling titles have the same head
Two adjacent sibling titles start with the same word
Rank given to the title by the local model

Table 4.1: Examples of global features.

Number of Titles 540
Number of Trees 39
Tree Depth 4
Number of Words 269,650
Avg. Title Length 3.64
Avg. Branching 3.29
Avg. Title Duplicates 21

Table 4.2: Statistics on the corpus used in the experiments.

Global Features Our global model describes the interaction between difiietides in
the tree (See Table 4.1). These interactions are encodéde@ types of global features.
The first type of global feature indicates whether titleshe tree are redundant at various
levels of the tree structure. The second type of featureweages parallel constructions
within the same tree. For instance, titles of adjoining segis may be verbalized as noun
phrases with the same head (e"Bubble sort algorithm”, “Merge sort algorithm”). We
capture this property by comparing words that appear imgepositions in adjacent sibling
titles. Finally, our global model also uses the rank of tkle provided by the local model.
This feature enables the global model to account for theepeates of the local model in

the title selection process.

4.5 Evaluation Set-Up

Data We apply our method to an undergraduate algorithms textbieokdetailed statis-
tics on the data see Table 4.2. We split its table of contemdsa set of independent sub-

trees. Given a table of contents of deptiwith a root branching factor of, we generate
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subtrees, with a depth of at most- 1. We randomly select 80% of these trees for training,
and the rest are used for testing. In our experiments, weeansdifferent randomizations
to compensate for the small number of available trees.

Admittedly, this method of generating training and testilaga omits some dependen-
cies at the level of the table of contents as a whole. Howekiersubtrees used in our
experiments still exhibit a sufficiently deep hierarchistlicture, rich with contextual de-

pendencies.

Baselines As an alternative to our hierarchical discriminative methwe consider three
baselines that build a table of contents by generatingeaftitleach segment individually,
without taking into account the tree structure, and onean@rical generative baseline. The
first method generates a title for a segment by selectingdbe phrase from that segment
with the highest TF*IDF. This simple method is commonly usedyenerate keywords
for browsing applications in information retrieval, andshzeen shown to be effective for
summarizing technical content [33].

The second baseline is based on the noisy-channel geme(fifiv generative, FG)
model proposed by Banko et al., [2]. Similar to our local motles method captures both
selection and grammatical constraints. However, thessti@ints are modeled separately,
and then combined in a generative framework.

We use our local model (Flat Discriminative model, FD) astthied baseline. Like the
second baseline, this model omits global dependenciespgdocuses on features that
capture relations within individual segments.

In the hierarchical generative (HG) baseline we run our gllaiodel on the ranked list
of titles produced for each section by the noisy-channeégaive model.

The last three baselines and our algorithm are providedtivghitle length as a param-

eter. In our experiments, the algorithms use the referatiedength.

Experimental Design: Comparison with reference tables ofantents Reference based
evaluation is commonly used to assess the quality of magaienerated headlines [34]. We

compare our system’s output with the table of contents frieentéxtbook using ROUGE
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Rouge-1Rouge-L Rouge-W Full Match
HD 0.256 0.249 0.216 13.5
FD 0.241 0.234 0.203 13.1
HG 0.139 0.133 0.117 5.8
FG 0.094 0.090 0.079 4.1
Keyword] 0.168 0.168 0.157 6.3

Table 4.3: Title quality as compared to the reference forhieearchical discriminative
(HD), flat discriminative (FD), hierarchical generativeGh] flat generative (FG) and Key-
word models. The improvement given by HD over FD in all thresue measures is
significant app < 0.03 based on the Sign test.

metrics. We employ a publicly available software packagéth all the parameters set to

default values.

Experimental Design: Human assessment The judges were each given 30 segments
randomly selected from a set of 359 test segments. For esicbegment, the judges were
presented with its text, and 3 alternative titles consistif the reference and the titles
produced by the hierarchical discriminative model, andliést performing baseline. In
addition, the judges had access to all of the segments inadble A total of 498 titles for
166 unique segments were ranked. The system identitieshidden from the judges, and
the titles were presented in random order. The judges rathieetitles based on how well
they represent the content of the segment. Titles were daaffeal if they were judged to
be equally representative of the segment.

Six people participated in this experiment. All the pagamts were graduate students
in computer science who had taken the algorithms class ipdlseand were reasonably

familiar with the material.

4.6 Results

Figure 4-3 shows fragments of the tables of contents gertbiag our method and the
four baselines along with the reference counterpart. Thesacts illustrate three general

phenomena that we observed in the test corpus. First, ks ptoduced by keyword

"http://lwww.isi.edu/licensed-sw/see/rouge/
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Reference: Keyword Extraction:
hash tables hash table

direct address tables dynamic set

hash tables hash function
collision resolution by chaining worst case
analysis of hashing with chaining expected number

open addressing hash table
linear probing hash function
quadratic probing hash table

double hashing

double hashing

Flat Generative:
linked list

worst case time

wasted space
worst case running time
to show that there are

dynamic set
occupied slot
guadratic function
double hashing

Flat Discriminative:
dictionary operations
universe of keys
computer memory
element in the list
hash table with load factor
hash table
hash function
hash function
double hashing

Hierarchical Generative:
dictionary operations
worst case time
wasted space
worst case running time
to show that there are
collision resolution
linear time
guadratic function
double hashing

Hierarchical Discriminative:
dictionary operations
direct address table
computer memory
worst case running time
hash table with load factor
address table
hash function
guadratic probing
double hashing

Figure 4-3: Fragments of tables of contents generated bgnetliod and the four baselines
along with the corresponding reference.

better| worse| equal
HD vs. FD 68 32 49
Reference vs. HD 115 13 22
Referencevs. FO 123 7 20

Table 4.4: Overall pairwise comparisons of the rankingsgivy the judges. The improve-
ment in title quality given by HD over FD is significant at< 0.0002 based on the Sign
test.

72



extraction exhibit a high degree of redundancy. In fact, 40%he titles produced by this
method are repeated more than once in the table of conterdgsntrast, our method yields
5.5% of the titles as duplicates, as compared to 9% in thearde table of contenfs.
Second, the fragments show that the two discriminative nsedeFlat and Hierarchical
— have a number of common titles. However, adding global déeecies to rerank titles

generated by the local model changes 30% of the titles iret$teset.

Comparison with reference tables of contents Table 4.3 shows the average ROUGE
scores over the ten randomizations for the five automatitoakst The hierarchical dis-
criminative method consistently outperforms the four biass according to all ROUGE
metrics.

At the same time, these results also show that only a small oathe automatically
generated titles are identical to the reference ones. Iresmases, the machine-generated
titles are very close in meaning to the reference, but arbakieed differently. Exam-
ples include pairs such gsMinimum Spanning Trees”, “Spanning Tree Problem&nd
(“Wallace Tree”, “Multiplication Circuit”) .° While measures like ROUGE can capture
the similarity in the first pair, they cannot identify semargroximity between the titles
in the second pair. Therefore, we supplement the resulti®ekperiment with a manual

assessment of title quality as described below.

Human assessment We analyze the human ratings by considering pairwise cosmas
between the models. Given two models, A and B, three outcamgegossible: A is better
than B, B is better than A, or they are of equal quality. Thelltsof the comparison are
summarized in Table 4.4. These results indicate that usargdchical information yields
statistically significant improvement (at < 0.0002 based on the Sign test) over a flat

counterpart.

8Titles such a$Analysis” and“Chapter Outline” are repeated multiple times in the text.
9A Wallace Tree is a circuit that multiplies two integers.
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Chapter 5

Conclusions and Future Work

In this work, we have presented two summarization methodshwdre able to achieve high
compression rates on par with human editors. By attainimgpression rates previously
beyond the reach of widely applicable automatic methods atgorithms make possible
novel means of searching, navigating and accessing laligetons of textual information.

Our first algorithm is able to condense a collection of docuinigto a summary less
than 0.1% the size of the collection. This summary is comgho$a list of semantic proper-
ties supported by the given documents. The method usesstemisivording in generating
this list, thus enabling novel applications such as theraat@w comparison of documents,
and searching or browsing documents based on their sentamtient. In this work, we
have evaluated the algorithm on a collection of productewsi However, the method
is not dependent on any feature specific to this dataset,sadulectly applicable to any
collection of documents with associated free-text anmnmtat

The second model summarizes long documents such as bo@cdurel transcripts into
tables of contents with a compression rate of better than s summary is a succinct
representation of the document in both content and streicéund brings with it the benefits
of manually created tables of contents - allowing readeedfioiently navigate and search
through long documents. But in addition, it opens up the ipdgy of automatically adding
such a summary to the vast amounts of information presewdljadble in electronic form
for which tables of contents do not exist.

The potency of these methods is due in part to the extremgly tdbmpression rates
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they are able to achieve while producing summaries thategmeesentative of the original
documents. This ability is because of their in-depth maaiglof document content. As
the empirical results show, both of the models significaatl{perform prior methods on
real-world tasks and data, confirming the benefits of suchedfmodelling of document
structure.

Many approaches in natural language processing are bashd ase of professionally
annotated training data. Often, the lack of such trainirtg Bacomes a significant limiting
factor. The method presented in this work for summarizixgc¢ellections learns success-
fully from documents partially annotated with free-textlay authors. Like the corpus used
in our experiments on review summarization, a variety od{frext annotated data is freely
available on the internet. In addition to confirming the fegisy of using such datasets,
our method also suggests one potential approach to leanoimgthese noisy annotations.
By reducing the dependence on expensive professionabyexteorpuses, this potentially
opens up new applications and avenues of research.

In the future, we would like to explore further refinementghe modelling of docu-
ment structure. For example, in summarizing documentss@ahoantic properties, we have
assumed that the properties themselves are unstructunecgkality, these properties are
related in interesting ways. As a trivial example, a singleuiment is unlikely to support
conflicting properties. Thus it would be desirable to modiel torrelations between the
properties. More complex structures such as hierarchatalionships can also be consid-
ered. Finally, it would be interesting to investigate othgplications to which free-text

annotations can be applied.
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Appendix A

Examples of Product Reviews

Given below are a few examples of product reviews and agsalgios/cons phrases down-

loaded from the Epinions.com website.

Pros: Cons
Very convenient and tasty food Not a substitute for a good meal -
- and not healthy to have all the time.

Review Text:

If there is ever an occasional night when you're really hyrigrt you don't feel like cooking or paying a fortunate to gd,dben Burger
King might be an okay alternative. However in general, | wioubt recommend Burger King as a regular source of nutritidthough
healthier than Mc. Donalds (because Burger King broilsrtheigers), there is still an awful lot of grease that goes the food. That
is not to say that you should never go to Burger King. Also,d@niKing does have halfway nutritious things that you can leglivays
look forward to the occasional burger from the restauranwell but at the same time, | don't depend on it for one or evem neals
a day. Burger King is the kind of place to go when you really’tibave anything to eat in the house and when you want sontethin
quick and satisfying. It's not a substitute for healthy feddough. Burger King is a very convenient place to go whenwaant to
pick something up on the run. The "drive-thru” makes it pregasy to order your food and then take off, even though thacseat
the drive thru doesn'’t always live up to the "fast food” tenwith an emphasis on "fast.” | certainly won't lie to you. Tleé&r nothing
more enjoyable than one or two BK Broilers or Whoppers wheuirgchungry. The food from Burger King is very tasty. The fioite
into a Whopper is just as good as the last. It does becomeutliffic avoid the temptation to eat there a number of times atmon
even a week. The main reason Burger King has a three stag iatimy opinion is because in general, the food isn't very thgaand
it certainly isn't a substitute for a balanced meal or everlarnced diet for that matter. Believe me. | know people thatleere every
other night, and you don’t want to see what can happen to pabpt eat there almost all the time. Again, this is not say Buager
King is a horrible restaurant. Their food is very tasty andkay to have a couple times a month, but it's important notsebyour diet
around the place and to make more healthy meals for lunchhaedi Try having chicken, rice, and a nice salad when you waytod
meal. On the other hand, Burger King is a convenient placéctogpmething up when you're on the go all the time. Even if's@on
the go every night, you can still find other places to eat a matgtious meal though. | would recommend Burger King fanites
who want to have a treat once in a while. The food is tasty afmyehle, but far from nutritious. Just be careful where yatiand
don’t make a habit of going to Burger King all the time. | muay shat having a Double Whopper once in a while is almost bétten
having a chocolate sundae, however to have that kind of fe@reormal diet is far from nutritious. All of the food tastesat, but you
might change your mind if you saw a nutrition fact table. Smvs pretty efficient, but that’s all.
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Pros: Cons:

Excellent wait staff The food lacked spices
Great sweet tea The restaurant lacks distinction
Review Text:

Bob Evans is a chain of restaurants that originated in themdsd, and now claims over 400 locations throughout the cpuhthave
seen the restaurant many times off the interstate whendlfraut rarely had | dared to set foot in the restaurant. Thatrtil today .
Upon entering the restaurant, the first thing that struck g the highly unoriginal atmosphere. The “country stotglescashier area
reminded me of Cracker Barrel. The bar, complete with metaled stools, harkened of Steak and Shake or Waffle House .b®bth
seating was reminiscent of Shoney’s. Almost every bit ofatmosphere seemed ripped off from other restaurant cHaihs$resolved
to reserve my judgement for the food. One definite plus to tbke Bvans dining experience is the helpful wait staff. Uparival;
drink orders were taken almost immediately and menus we&septed. Both my dining partner and | chose sweet tea, andltivoe
remiss if | didn’t mention that the tea was fabulous! (It wastjthe right sweetness: not quite syrupy, but nowhere natery with
the tart lemon wedge bringing the flavors together in harm)oRgod orders were taken a few minutes later (I suspect tgaelihand
my dining partner were given extra time to digest the menweawere new to the restaurant). The food at Bob Evans, destdfien
as “homestyle”, struck me more as being “safe”. The dinnérees are very simple dishes: chicken (grilled, fried, or®&), fried
steak, pot roast and chicken salad sandwiches. The breahémm features the usual suspects: pancakes, varioustspaeid many
biscuit platters. There is nothing on the Bob Evans menucdiabe considered exotic, sensual, or the least bit damrthose who seek
food that is at all arousing will be sorely disappointed vBibb Evans. Those who seek comfort food at its most basic walhably be
pleased. | decided on the Wildfire Chicken Breast entreectwtame with two sides (I chose the grilled veggies and greang), and
a biscuit or a roll (I chose the roll). My dining companion skdhe Grilled Chicken Breast entree, with mashed potatogsarn and
a biscuit. | thought that we would have to wait a while for oood, but no more than 10 minutes passed before we were séiialk
my chicken breast was thoroughly cooked and was at the penfedium between dry and juicy, the bliss of the perfectlykembmeat
was completely thrown off by the unrelenting sweetness etidrbeque sauce. A molasses base in the wrong hands isketthing,
but what was also confusing was how a barbeque sauce with a lii@Wildfire” could have absolutely no spices. It was astifad
entered a parallel universe where paprika, cumin, and huigys no longer existed. Thus began the downward spiral. éggtables
were equally disappointing. The grilled veggies were a waggy mish-mash of squash, zucchini, and julienned caridisgreen
beans were served with a heavy dose of ham hock; while I like inamy green beans, the flavor of the green beans was overgtelm
by the amount of ham in the dish. (Vegetarians, take nots:ribt stated on the menu that the green beans contained méatasvare
and ask questions about anything on the menu.) | began tdydegpet my dinner selection. | ended up nibbling off my dmppartner’s
plate. His grilled chicken was well-cooked, with a seasgriinth smoky and peppery at the same time. The mashed potatdeorn
were eerily plain in taste, but not awful. The biscuit was dacuately fluffy accompaniment to the meal. By way of not gegpped
by a sickly-sweet, syrupy disaster of a sauce, his dish washrbatter than mine. Bob Evans has excellent wait staff, whdersure
that my glass was never empty and attended to all of my neduspfice of the food was very reasonable; two people ate dionéess
than $20. However, | simply cannot recommend Bob Evans basétle strength of its dinner menu. The dearth of spice in dlod f
was not the worst part; it was as if the restaurant was notmgaiearly as much of an effort with the food as with the wondesérvice.
Because the reputation of a restaurant ultimately standts dood, the restaurant experience could only be descrésddckluster at
best, and disastrous at worst. After reading some of theamsrof my fellow Epinionators, | realize in hindsight thatrobably would
have had more enjoyment of the breakfast food . it comesigldlommended and is served all day. There are many restsuihat
attempt the breakfast-all-the-time/dinner-by-night @ept, but few succeed (one that succeeds in a grand way isSanah’s Pancakes,
a chain of restaurants based in Virginia off I-95). Perhaphe future | will try Bob Evans’ breakfast menu, but it withVe to be after
| shake off the memory of plain-Jane food, the absence oéspand disgustingly sweet BBQ sauce.
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Pros: Cons

Thick shakes Service
Flavor choices Waffle cones
Not that great
Expensive
Review Text:

Thankfully, there are plenty of choices, when it comes toifigdan ice cream parlor. You can drop by Carvel, which is knéarrits
former owner’s advertisements, that extolled the valuesatihg Cookie Pus. There is Dairy Queen, which is known irNogheast for
its Pick Up Windows. This is a good place to “pick up” a date arfdgher cholesterol reading, in addition to an ice creanec8&askin
Robbins is a perennial favorite, with its 1 billion flavorsidaBen and Jerry’s always seems to have odd named produdswahld
include Lime Flavored Antifreeze and | Can't Believe thigi41 coffee flavored ice cream. After eating at many of thesablishments,
and some local competitors that haven’t made the big timm $@amething of an ice cream expert. My belly hovers fartheayaftom
the belt after each tasting, and the weight scale cries whkeplon it. In search of the perfect ice cream, | decided ta tBpld Stone
Creamery. Their advertisements caught my eye, as they ¢tamave the freshest ice cream. They have been highly suteagth
over 1300 stores being built in under 20 years. In Northergikia, they occupy every street corner, much like a “catktaitress with
a Dolly Parton wig” as described by the country band ConfageRailroad. | decided to go for something exciting on myt fiisit.
The chocolate waffle cone that | ordered was a bit disappainind at a price tag of $4.61 for a little over a single scé@opas not
favorable on my wallet. While it was not as bad as a fast foedcieam cone, it lacked the necessary flavor to be worthy pfiite tag.
It was fresh, which to their credit is what they advertisedt, the quality was a bit below premium. It melted quickly i tteasonably
cool store, and the waffle was downright disgusting. It théitee an old Eggo that had been sitting around, as it was thedefinition
of stale. It broke apart easily, and led to a rather messyedeseal. After this visit of low satisfaction, | decided tivgthem a try on
one of their original flavors, with their Coffee Ice Cream.dddition to the coffee, it has almonds, caramel, and Heatk. Balooks
like everything was mixed in together equally, and it hasssimtitive flavor. This is due to the delicious candy bars ardmel, but the
coffee taste was disappointing. At $4 for a cup of this, | wloexpect it to taste like one of Starbucks or Caribou’s exte¢icerages from
Africa. Instead, it tasted like the local gas station blehdf is sold on the street for “donations only.” This led to degision that is not
worth checking out any other of their flavors. | did try a mik&e, so that | could at least say | gave them another charnesr [arge
vanilla shake cost $4, and it is of decent size. It is alsdihas in the way a milkshake should be. However, the flavor asahothing
special, and | believe it possible to get a much better proeisewhere. The cup that it was placed in did hold up, andishésshake
that you almost need a spoon for. They offer a variety of sizethis, and even smaller ones for little ones who haven'timed full use
of their taste buds. The service has been below average. rEhérfie | went in there, | had to practically yell to get atmiee, as the
employees were busy discussing “who’s dating who,” and “Do think she likes me, even though she dropped an anvil on my#ie
Each time has been slow, even though they have not been bugggBummer periods, they do have lines out the door for season,
but the lines were only two or three at most. The employeestdigem to knowledgeable about their products either, agre wot able
to recommend any product that | would like according to mynledrrim glasses conservative taste. The comfort level weendeThey
could use benches with padding, considering their corttdbs towards healthy dining, but they have wooden chags ane attached
to tables. These are a lot like the local prison. The chafes gbod support, although they are a bit uncomfortable if sibthere for an
extended period of time. They also are not going to makertp#eple happy, with the arrangement of being attachedhegeAs for
cleanliness, they were above average, as the tables,sareia, and bathrooms were clean. | cannot recommend Cald Steamery.
They are below their competitors when it comes to selectarss quality of products. If you are going to spend $4 for ancieam
cone, | would suggest going to Baskin Robbins or your locatl®Ernie’s Its a shame as their advertisements are appedlin they
just cannot compete with their subpar products. | am howienerested in seeing if my wife, would like to drop an anvilioe, if | eat
there again.
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Appendix B

Gold standard annotations

B.1 Annotation Instructions

Given below are the instructions given to annotators wheataorg the gold standard an-
notations for the product review corpus. The instructiomsecreated as follows: first,
two people were asked to independently annotate the samewienvs. The annotations
were then compared, and the annotators asked to ratiotiadizedecisions. Any potential
causes of confusion were identified through this process. fdlflowing instructions were

then created to ensure that all annotation decisions wede miathe same basis.

ANNOTATOR INSTRUCTIONS

You will be presented with a series of restaurant reviews, taken from a popular on-
line review website. For each review, we ask that you make a judgement as to whether
the review expresses one or more of the following opinions, from the perspective of the

reviewer:

1. That the food was good (+ food)
2. That the atmosphere was good (+ atm)

3. That the service was good (+ service)
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4. That the staff was good (+ staff)

5. That the pricing was good (+ price)
6. That the food was bad (- food)

7. That the service was bad (- service)

8. That the pricing was bad (- price)

Make as many annotations for each review as necessary.

Notes:

1. All judgements should be from the perspective of the reviewer. For example, if the
reviewer states “someone who likes Mexican food would have liked this restaurant,

but | didn't like it,” this should be annotated as - food.

2. Only make attributions for explicit (or strongly implied) judgements. For example, if
the reviewer describes the atmosphere in neutral terms, this should not be anno-

tated.

3. The dimensions are not symmetric, because in our study of major opinion groups we
did not find consistent negative reviews in the atmosphere and staff aspects. If the

review criticizes the atmosphere, this does not need to be annotated.

4. The staff aspect is about direct interactions with the staff, whereas the service aspect
is about everything else service-related, such as wait time, order correctness, etc.
For example, + staff may include knowledgeable or friendly staff, whereas + service

may include promptness of seating.

5. The restaurant being clean, by itself, does not mean + atm unless the reviewer states

that he or she enjoyed the atmosphere as well.

6. + price should be made if the reviewer states the food was cheap for what he or she
got (a good value), and the opposite for - price. Price annotations should not be
made on the basis of absolute values of price (e.g., a $100 meal is not automatically

- price), or based on the reviewer's comparison against other restaurants.
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B.2 Examples of annotations from multiple judges

Table B.2 below shows the gold standard annotations pradogehe human annotators for a few
reviews. Also shown are the pros and cons phrases that hadvwréeen by the original author

along with the review. The difference between the gold siash@nnotations and the pros/cons is

because reviews authors often do not list all of their opigias pros or cons.

Original Author’s pros/cons Annotator 1 Annotator 2
pros: - atmosphere - food
Excellent wait staff + staff + service
Great sweet tea + service + price
cons: + price
The food lacked spices - food
The restaurant lacks distinction
pros - food - food
Thick shakes - service - price
Flavor choices - staff - service
cons - price
Service
Waffle cones
Not that great
Expensive
pros + food + food
Quiality ice cream and dairy products | + price + service
cons + service + staff
A little expensive but worth it + price
pros + food + food
Great pizza + price + service
Great service + staff + staff
Fresh ingredients + service + price
cons
You do have to bake it yourself
Have to go pick it up yourself
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Appendix C

Examples of Automatically Computed

Keyphrase Clusters

Figures C-1 and C-2 show examples of keyphrase clustersvdratautomatically computed by the

Document Property Modelescribed in section 3.2.2.

size battery life looks

small size short battery life style

compact size poor battery life cute

great size low battery life nice design

good size bad battery life nice looking

tiny size so so battery life appearance

nice size battery life could be better looks cool

sleek terrible battery life looks great
looks good
good looks
styling
functionality
clear calls

Figure C-1. Examples of automatically computed keyphrdgsters for the Cellphone
domain
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bad customer service
slow service
mediocre service
inconsistent service
lousy service
unfriendly service
service can be slow
rude service

poor service
horrible service
terrible service

bad service

very poor service
customer service
spotty service

the service

fairly priced

well priced
average prices
competitive prices
cheap prices
affordable prices
decent prices
moderate prices
excellent prices
very reasonable prices
reasonable prices
fair prices
reasonable cost
great price

the price

overpriced food
poor quality food
poor food quality
awful food

nasty food
terrible food
poor food

food quality
average food
bad food
horrible food
quality of food
lousy food
mediocre food
cold food

bland food
greasy food

high quality food
well prepared food
pretty good food
good quality food
very good food
great tasting food
food is good
superb food
incredible food
food is great
amazing food
yummy food
awesome food
terrific food
quality food

tasty food
delicious food
excellent food
food is excellent

Figure C-2: Examples of automatically computed keyphradssters for the Restaurant

domain
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Appendix D

Pseudo Code

Listed below is the pseudo code for estimating the paramefetheDocument Property Models
described in section 3.2.2. The complete implementatidrimth of the summarization methods

discussed in this thesis are available frbttp://people.csail. mit.edu/branavan

EstimateModelParameters ()

for N, iterations:
SamplePhraseClustersindependently

for IV, iterations:
SampleDocumentParameters

for N; iterations:
SamplePhraseClustersJointly
SampleDocumentParameters

SamplePhraseClustersindependently ()
for each phrase ¢ € L:

compute p(z | ...) = Multinomial(z; ) | [ | Beta(se.e; 0, )
I,

sample a cluster assignment z, for phrase ¢ from
the multinomial distribution defined by p(z; | ...)

compute 1)’ where 1} = vy + couni(z, = 1)
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sample v from p(1)

...) = Dirichlet(y; )

SamplePhraseClustersJointly ()

for each phrase ¢ € L:

D
compute p(z¢ | ...) = Multinomial(z; ) H Beta(se,e; Quyzy ) H H Multinomial(zq,,,; 74)
>, d can=1

sample a cluster assignment z, for phrase ¢ from
the multinomial distribution defined by p(xy | .. .)

compute ¢’ where v} = )y + coun{xz, = i)
sample ¢ from p(¢) | ...) = Dirichlet(«); ")

SampleDocumentParameters ()

for each document:
o> deterministically compute cluster annotatiopsfrom
document phrase annotatiohg and phrase clusterings,

1 fxzp=iforany? € hy
Nd,i .
e otherwise

normalize n,

for each token wg ,, in document:
sample token topic zq,, from p(zq, | .. .)
Multinomial(zq,,,; na)Multinomial(wg 5 0., ,.)  if can =1
Pan ) Multinomial(zy,,; ¢a)Multinomial(wg,,; 0.,,) otherwise.

o> sample language models

sample 6, from p(6y, | ...) o Dirichlet(6y; 6}.)

where 0, ; = 6 + > _ coun(wy, g = i A 2,4 = k)
d

>> sample document topic model
sample ¢4 from p(¢g | ...) o Dirichlet(¢g; ¢')
where ¢} = ¢ + couni(z,, g = i A ¢;,.q = 0)

o> sample word topic source
sample word topic source cq,, from p(cqy, | -.-)
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Bernoulli(cg ,,; A)Multinomial(zg ,; ifcg,=1
where p(cqn | ...) x _(Cd’ ) ) ) (Zd.n;74) “d, ]
’ Bernoulli(cg ,; A\)Multinomial(zg ,,; ¢4) otherwise.
> sample\
sample A from p(A | ...) « BetaA | \)
couni(cq, = 1) ]

I __
where X' = \g + [ countc., = 0)
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Appendix E

Generated Tables of Contents

Given below are the actual and generated table of contenesafih of eight chapters of the under-

graduate textbookntroduction to AlgorithmsThe titles in the left column are from the book itself,

and the ones on the right are those generated by our system.

Original Table of Contents

Arithmetic Circuits
Combinational circuits
Combinational elements
Combinational circuits
Full adders
Circuit depth
Circuit size
Addition circuits
Computing carry statuses with a parallel prefix circuit
Completing the carry lookahead adder
Multiplication circuits
Analysis
Analysis
Clocked circuits
Analysis
Ripple carry addition versus bit serial addition
A slow linear array implementation
A fast linear array implementation

Minimum Spanning Trees
Growing a minimum spanning tree
The algorithms of Kruskal and Prim
Kruskal 's algorithm
Prim 's algorithm

Automatically Generated Table of Contents

Grade school

Combinational circuits
Combinational circuits
Combinational circuits
Truth table
Comparison networks
Combinational circuits

Ripple carry
Using an element with a parallel prefix circuit
Computing an input and output

Wallace tree
Lower
Inputs

Clock period
Periods
Replicated bit of a combinational circuit elements
Bit numbers takes constant time
Using a linear time algorithm

Spanning tree problem
Finding a minimum spanning tree
Elaborations of a minimum spanning tree
Minimum spanning tree
Minimum spanning tree
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Original Table of Contents

Probabilistic Analysis and Randomized Algorithms
The hiring problem
Worst case analysis
Probabilistic analysis
Randomized algorithms
Indicator random variables
Analysis of the hiring problem using indicator random variables
Randomized algorithms
Randomly permuting arrays
An analysis using indicator random variables

The Role of Algorithms in Computing

Algorithms
What kinds of problems are solved by algorithms ?
Data structures
Technique
Hard problems

Algorithms as a technology
Efficiency
Algorithms and other technologies

All Pairs Shortest Paths

Chapter outline

Shortest paths and matrix multiplication
The structure of a shortest path
A recursive solution to the all pairs shortest paths problem
Computing the shortest path weights bottom up
Improving the running time

The Floyd Warshall algorithm
The structure of a shortest path
A recursive solution to the all pairs shortest paths problem

Computing the shortest path weights bottom up
Constructing a shortest path
Transitive closure of a directed graph

Johnson 's algorithm for sparse graphs
Preserving shortest paths by reweighting
Producing nonnegative weights by reweighting
Computing all pairs shortest paths

Elementary Graph Algorithms
Representations of graphs
Breadth first search

Analysis
Shortest paths
Breadth first trees
Depth first search
Properties of depth first search
Classification of edges
Topological sort
Strongly connected components
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Automatically Generated Table of Contents

Probabilistic analysis and randomized algorithms
Counting the number
Situation in which
Running time
Probability distribution
Indicator random variables
Computing the value of the expected number of times
Probabilistic analysis
Permuting the input
Using the definition of the variables

Study of the algorithms of chapter

Values
Solving the problem of sorting algorithms and solutions
Data structures
Problems
Efficient algorithms

Infinitely fast algorithms for
Differences
Computing an efficient algorithm

Finding a shortest path
Warshall algorithm
Developing a shortest paths problem
Characterizing the shortest paths and vertices
Consisting of a shortest path from the minimum weight edges
Taking a shortest path weights and matrices
Computing the matrix product
Floyd warshall algorithm to
Vertices on shortest paths and algorithms
Formulation of a shortest path estimates and recursive and -
- observations
Recurrence for the following procedure and values
Constructing shortest path weights
Transitive closure of a directed graph
Sparse graphs and shortest path weights
Showing the shortest path weights
Paths from a source vertex
Using the bellman ford algorithm

Chapter 9999 presents
Adjacency list representation
Breadth first search

Easier
Source vertex
Breadth first search
Depth first search
Property of depth first search
Depth first search
Topological sort
Depth first search



Original Table of Contents

Hash Tables
Direct address tables
Hash tables
Collision resolution by chaining
Analysis of hashing with chaining
Hash functions
What makes a good hash function ?
Interpreting keys as natural numbers
Designing a universal class of hash functions
Open addressing
Linear probing
Quadratic probing
Double hashing
Analysis of open address hashing

NP Completeness

NP completeness and the classes <P> and <NP>
Overview of showing problems to be NP complete
Chapter outline

Polynomial time
Abstract problems
Encodings
A formal language framework

Polynomial time verification
Hamiltonian cycles
Verification algorithms
The complexity class NP

NP completeness and reducibility
Reducibility
NP completeness
Circuit satisfiability

NP completeness proofs
Formula satisfiability
3 CNF satisfiability

NP complete problems

Automatically Generated Table of Contents

Dictionary operations
Direct address table
Computer memory
Worst case running time
Searching for a given set
Hash functions
Real numbers and a hash function
Creating a set of keys
Hash functions and the number of keys
Hash table
Hash function
Hash function
Double hashing
Hash table with load factor

Polynomial time

Classes of a directed graph of np completeness
Using the technique of a directed graph algorithms
NP completeness

NP completeness
Abstract problems
Programs
Using a decision problem

Algorithms for which
Hamiltonian cycle
Verification algorithm
Complexity class of languages

Why theoretical computer scientists
Problems
NP completeness
NP completeness

Formula satisfiability problems
Satisfiability problem
CNF satisfiability problem

NP complete problems
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